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Ce qui est simple est toujours faux. Ce qui ne l’est pas est inutilisable.

— PauL VALERY
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Résumé

Cette these CIFRE réalisée en collaboration avec Saint-Gobain Research Provence porte sur
la modélisation des propriétés thermiques d’une mousse d’alumine NorFoam XPure®, congue
pour I’isolation thermique haute température (1200 °C-1700 °C). L'objectif est de développer et
valider des modeles numériques multiéchelles pour calculer le transfert de chaleur par conduc-
tion et rayonnement dans cette mousse, a partir des microstructures 3D tomographiées et des
propriétés intrinseques des composants. La mousse étant composée des cellules ouvertes et d’un
squelette solide lui-méme poreux, la prise en compte de 1’influence de cette double porosité est
particulierement novatrice.

Dans un premier temps, le transfert thermique par conduction a travers la mousse est modélisé
avec des techniques d’homogénéisation par éléments finis. Il est démontré que des conditions
aux limites périodiques couramment utilisées ne sont pas adaptées aux mousses tomographiées,
et qu'un jeu de conditions aux limites mixtes permet d’obtenir des résultats plus précis sur ces
dernieres.

Quant au transfert radiatif a travers le squelette poreux, qui présente une forte diffusion volu-
mique avec des phénomenes ondulatoires, le développement d’une nouvelle approche de modélisa-
tion basée sur I’approximation dipolaire discréte permet de prendre en compte 1’influence desdits
phénomenes.

Les propriétés radiatives de 1a mousse sont ensuite calculées par méthode de lancer de rayons en
tenant compte du comportement radiatif complexe du squelette poreux. L’ influence des phénomenes
de réflexion et réfraction non-spéculaires aux interfaces entre le squelette et les cellules a été étudiée.
Enfin, une modélisation numérique basée sur les techniques d’homogénéisation permet de calculer
le transfert thermique a travers la mousse, avec couplage de la conduction et du rayonnement.

Le bon accord entre les résultats issus de chaque modele et les mesures thermiques et optiques
réalisées sur la mousse et le squelette poreux confirme le caractere prédictif des modeles développés.

MorTs CLES : Mousse céramique, Conductivité thermique haute température, Homogénéisa-
tion numérique, Optique physique, Couplage conduction-rayonnement
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Abstract

This CIFRE doctoral study, performed in collaboration with Saint-Gobain Research Provence,
aims to model the thermal properties of NorFoam XPure®, an alumina foam designed for high
temperature thermal insulation (1200 °C-1700 °C). The goal is to develop and validate multiscale
numerical models to compute the conductive and radiative heat transfer through the foam from 3D
tomography-reconstructed microstructures and the intrinsic properties of each constituent phase.
Specific attention is given to the complex porosity in the studied foam : in addition to the open-cell
network, smaller pores are also found within the foam skeleton. Novel approaches are proposed in
the present work to take into account the influence of this dual-scale porosity.

Firstly, effective heat conduction through the foam is modeled with finite element homogeni-
zation techniques. It is demonstrated that the commonly used periodic boundary conditions are
unsuitable for tomography-reconstructed foams, and that a set of mixed boundary conditions gives
more accurate and precise results for such foams.

As radiative transfer through the porous foam skeleton is characterized by high volume scat-
tering and significant wave effects, a novel physical optics approach based on the discrete dipole
approximation is next developed to model the influence of these phenomena.

The radiative properties of the foam are then determined through a ray tracing method that
takes into account the complex radiative behavior of the porous foam skeleton. The influence of
non-specular reflection and refraction at the interfaces between the foam cells and skeleton is
studied. Finally, the homogenized properties are applied to simulate the coupled conductive and
radiative heat transfer through the foam.

The model predictions are systematically compared to thermal and spectroscopic measurements
performed on samples of the foam and the foam skeleton material. The good agreement between
numerical and experimental results confirms the predictive capabilities of the models developed in
this study.

KEYWORDS: Ceramic foam, High temperature thermal conductivity, Computational homoge-
nization, Physical optics, Conduction-radiation coupling
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Introduction générale

Depuis le début de la vie sur Terre, la nature a su exploiter les propriétés remarquables des
matériaux cellulaires : alliant 1égereté, rigidité, et fonctionnalité, ces derniers permettent aux
oiseaux de voler, a homo sapiens de marcher sur deux pieds, et aux arbres de monter jusqu’au ciel.
La porosité, a I’origine de ces merveilles, a toutefois été pendant longtemps le fléau des ingénieurs
cherchant a réaliser des matériaux de haute performance. Ce paradigme semble aujourd’hui étre
en pleine mutation. Les céramiques cellulaires de type mousse ont notamment connu un fort
développement ces dernieres années dans de nombreux domaines ou les transferts thermiques a
haute température jouent un role important, tels que la récupération d’énergie solaire [1-3], la
catalyse thermochimique [4], ou la combustion industrielle [5, 6]. La bonne connaissance des
propriétés thermiques de ces matériaux, dont la conductivité thermique, est indispensable pour
la maitrise de la performance, la consommation énergétique, et la stireté des systemes qu’ils
composent.

Cette these réalisée en partenariat avec Saint-Gobain Research (SGR) Provence porte sur
I’étude du transfert thermique dans NorFoam XPure®, une mousse d’alumine pure développée par
Saint-Gobain pour I’isolation thermique de 1200 °C a 1700 °C [7]. La caractérisation de NorFoam
par tomographie a rayons X (FiGure 1) révele la présence d’une double porosité : la structure de
la mousse est composée d’un réseau de cellules sphéroidales ouvertes des tailles de 1’ordre des
100 pm, et d’un squelette lui-méme poreux avec des pores tortueux de tailles microniques. La
porosité totale nominale de la mousse, tous types de pores confondus, est de 82%. A cette porosité
et ces températures, les modes de transfert thermique principaux dans NorFoam sont la conduction
et le rayonnement (la convection est généralement négligée lorsque les pores sont au-dessous du
mm [8]). La conductivité thermique n’est alors plus intrinseque car elle comportera aussi le transfert
radiatif qui fait intervenir des phénomenes complexes de diffusion, d’absorption et d’émission. On
I’appelle par la suite conductivité thermique apparente. La compréhension de la relation entre
la microstructure complexe et la conductivité thermique apparente aux températures d’intérét
représente un enjeu important pour I’optimisation du produit. La quantification de la contribution
de chaque mode de transfert thermique est particulicrement intéressante, or, son identification par
I’approche expérimentale-inverse est tres délicate, surtout aux températures d’intérét [2, 9-11].

Dans cette these, on développe une approche numérique qu’on juge plus versatile car elle permet
de prédire le transfert conducto-radiatif a partir des microstructures 3D. Pour la mousse NorFoam,
la porosité hiérarchique justifie I’adoption d’une approche multiéchelle : le squelette poreux est
simulé comme une phase homogene équivalente lorsque 1’on souhaite étudier les transferts a
I’échelle de la mousse, qui elle est simulée comme un milieu homogene équivalent quand il
s’agit d’étudier le transfert conducto-radiatif a travers les pieces ou les systemes qu’elle compose
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Introduction générale

Squelette Mousse
Alumine Poreuse Alumine Cellulaire

F1GuURre 1 — Microstructure a double porosité de NorFoam XPure®.

(échelle “macroscopique™). Les échelles sont alors découplées et reliées entre-elles uniquement
par des propriétés effectives '. Afin que ces propriétés effectives traduisent fidelement I’influence
de la porosité a plus petites échelles, elles doivent étre simulées avec des modeles physiques et
conditions aux limites judicieusement choisis.

Le caractere prédictif des modeles est vérifié en comparant les résultats numériques obtenus sur
des microstructures réelles tomographiées aux mesures réalisées sur des échantillons de mousse et
squelette. En effet, des collaborations entre SGR Provence et SGR Paris ainsi que les laboratoires
LEMTA (Nancy) et CEMHTI (Orléans) ont permis d’avoir acces aux données d’entrées et données
expérimentales de validation jusqu’a haute température. Notamment, pour caractériser les proprié-
tés thermiques et radiatives du squelette, des échantillons de microstructure équivalente ont été
fabriqués sous forme des disques d’alumine poreuse de 33 mm de diametre et 2 mm d’épaisseur.

L approche est schématisée sur la FIGURE 2 et expliquée ci-dessous. Malgré les nombreuses
études passés sur ce sujet [1, 3, 12—15], un certain nombre de verrous ont dii €tre levés afin de
prendre en compte des spécificités liées a la modélisation de NorFoam. Les travaux entrepris dans
cette these ont €té intégralement résumés sous forme de quatre papiers en anglais (dont un paru
dans International Journal of Heat Transfer [16]), organisés en trois chapitres comme suit :

Le Chapitre I traite la simulation de la conductivité thermique effective de NorFoam a partir
de sa microstructure tomographiée. Pour ce faire, la technique d’homogénéisation numérique
destinée aux composites biphasiques (ici cellule et squelette) est souvent appliquée. Or les
conditions aux limites a utiliser ne font pas I’unanimité dans la littérature. Ces différents jeux
de conditions aux limites peuvent conduire a des écarts importants, notamment dans le cas
des mousses tomographiées. Une comparaison systématique a permis de conclure qu’un jeu
de conditions aux limites mixtes (et non les conditions aux limites périodiques couramment
utilisées) permet de donner des estimations de conductivité effective plus justes et précises sur

1. On appelle propriété effective une propriété intrinseque du matériau hétérogeéne a une microstructure donnée,
cette propriété doit donc étre indépendante vis-a-vis de la géométrie et la configuration aux échelles beaucoup plus
grandes que celle de la variation microstructurale, ou le matériau est modélisé comme un milieu homogene équivalent.
La conductivité thermique effective, qui décrit uniquement le transfert thermique par conduction, est donc a distinguer
de la conductivité thermique apparente qui décrit le transfert conducto-radiatif, par nature extrinseéque.
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Matrice Squelette Mousse Milieu
Alumine Alumine Alumine homogéne
dense poreuse cellulaire équivalent
Chapitre |
Conduction E Conductivite — Conductivité effective
i du squelette :
de la mousse
' Indices | '
; optiques | Chapitre 11 Chapitre 111 Chapitre 111
Rayonnement ; de la ' Propriétés radiatives | Propriétés radiatives —» Conductivité
matrice du sqielette effectives de la mousse appa}rente
Chapitre 11 . Mesuresde !
Propriétés optiques i conductivité
du squelette i Fil Chaud

R . .

i Mesures optiques |

Fi1Gure 2 — Approche numérique développée et validée dans le cadre de cette these. Cadres
continus : Modélisation numérique (travail du doctorant), Cadres pointillés : Mesures utilisées

comme données d’entrée ou données de validation.

des mousses tomographiées [16]. Ce modele de conductivité effective modélise le squelette par
une phase homogene équivalente, et prend comme donnée d’entrée la conductivité effective
du squelette (caractérisée par méthode Flash a SGR Paris sur les disques d’alumine poreuse).
Les pores dans le squelette n’étant pas représentés a cette échelle, la porosité observée est
uniquement celle des cellules (74 4= 2%).

Le Chapitre II est composé de deux papiers traitant la simulation et validation des propriétés

radiatives effectives du squelette de NorFoam. Contrairement a la plupart des mousses étudiées
dans le passé qui ont des squelettes opaques, le squelette de NorFoam est semi-transparent et peu
absorbant. Les méthodes actuelles n’arrivent pas a prédire la haute diffusion volumique [4, 6, 12]
au sein du squelette de NorFoam liée aux phénomenes de I’optique physique. Dans le premier
papier de ce chapitre, une nouvelle méthode de calcul basée sur I’approximation dipolaire
discrete (DDA en anglais) est proposée, validée sur des géométries de référence, puis appliquée
a la simulation des propriétés radiatives effectives du squelette de NorFoam (a partir des images
tomographiées et ’indice de réfraction complexe de I’alumine dense). Dans le second papier,
ces propriétés radiatives sont appliquées a la simulation de la réflectance, transmitance et
émettance des plaques composées du méme matériau que le squelette de NorFoam, pour des
températures allant jusqu’a 1300 °C. En parallele, des mesures spectroscopiques de réflectance
et transmittance a I’ambiante ainsi que d’émettance normale jusqu’a 1300 °C sont mesurées
au laboratoire CEMHTI sur les disques d’alumine poreuse. Les résultats numériques affichent
un tres bon accord avec les mesures spectroscopiques, ce qui valide les propriétés radiatives
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Introduction générale

calculées par I’approximation dipolaire discrete.

Le Chapitre III traite la simulation des propriétés radiatives de mousse, puis la résolution du
couplage conduction-rayonnement afin de calculer la conductivité apparente de la mousse
NorFoam. Les propriétés radiatives de mousses sont calculées par méthode de lancer de rayons
sur des mousses tomographiées, adaptée pour tenir compte des propriétés radiatives du squelette
calculées dans le Chapitre 2. Les propriétés radiatives effectives de la mousse sont ensuite
appliquées avec la conductivité effective calculée dans le Chapitre 1, a la simulation de la
conductivité thermique apparente sous 1’hypothése d’un transfert thermique conducto-radiatif
unidirectionnel en régime stationnaire. ’influence des phénomenes de réflexion et réfraction
non-spéculaires a I'interface cellules-squelette a été étudiée. La comparaison des résultats
numériques avec des mesures de fil chaud parallele jusqu’a 1000 °C valide la capacité de notre
modele a fournir des prédictions justes du transfert conducto-radiatif au sein de NorFoam.

Il est a noter que chaque chapitre commence par une présentation de 1’état de ’art de la
littérature pour le type de modélisation qu’il traite, et possede ses propres table des symboles,
bibliographie et, le cas échéant, annexe(s).
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Chapitre 1

Modélisation de la conductivité thermique
effective des mousses
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Influence of boundary conditions on computation of the effective
thermal conductivity of foams

Z.K. Low®"* N. Blal?, N. Naouar?®, D. Baillis®

“Univ Lyon, INSA-Lyon, CNRS UMRS5259, LaMCoS, F-69621 Villeurbanne, France.
bSaint-Gobain Research Provence, F-84306 Cavaillon, France.

Abstract

Accurate numerical simulation of the effective thermal conductivity (ETC) of 3D pore-scale foam
models requires a judicious choice of boundary conditions, as the computational domains are
often smaller than the representative volume element, giving rise to considerable edge effects.
Within the finite element homogenization framework, a set of mixed boundary conditions are
considered alongside the usual uniform and periodic boundary conditions. Validity criteria and
order relations, demonstrated from entropy-based principles, are numerically verified on unit cell-
based geometries, random virtual periodic foams, and non-periodic tomography-reconstructed
foams of equivalent microstructure. A statistical treatment based on the integral range provides
confidence intervals for the estimated ETC. For foam samples with random homogeneous porosity,
the mixed boundary conditions are shown to fulfill the macrohomogeneity condition and thus
provide thermodynamically valid ETC estimates. For periodic foams with irregular microstructure,
the ETC is very slightly underestimated under the mixed boundary conditions. For non-periodic
geometries, it is shown that periodic boundary conditions—commonly viewed as the reference—
underestimate the ETC due to boundary geometry mismatch, while the mixed boundary conditions
give a more accurate and precise estimate.

Keywords: Foam, Thermal conductivity, Homogenization, Boundary conditions, Finite elements

1. Introduction

Cellular foam materials are a source of interest in many fields [1-3] as they combine attractive
thermal properties with good strength-to-weight ratio [4]. Accurate modeling of the foam effective
thermal conductivity (ETC) is important on account of the difficulties in performing precise
measurements under service conditions (e.g., refractory ceramic foams with service temperatures
up to 1700 °C [5]). While analytical relations between the ETC and microstructural parameters are
abundant in the literature [6, 7], most still require calibration or validation against empirical data [7]
before they may be applied to particular classes of materials. As such, many recent studies have
focused on 3D pore-scale numerical simulations on either regular unit cell geometries [8], digitally

*Corresponding author
Email address: zi.low@insa-lyon. fr (Z.K. Low)
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I Modélisation de la conductivité thermique effective des mousses

Nomenclature

Scalars are written in regular italic font, while first- and second-order tensors are denoted with bold face italics.

.
&
=
=

Area

Covariance

Basis vector
Macroscopic heat flux
Volume fraction
Macroscopic temperature gradient
Distance

Integral range
Direction index
Thermal conductivity
Length

Number

Normal direction
Heat flow

Heat flux

Rotation

Residual

Absolute temperature
Volume

Position

Micro-scale characteristic length
Probability

Cartesian frame

LERE SR <NYRRRQIZEATSTQTTRS Q>

Entropy functional

Greek

A Difference

€ Precision, error

7 Mean

o Standard deviation

0 Relative temperature
Q Domain

Superscripts and Subscripts
Opposite sides on the boundary
Reference, Arbitrary, Constant
Complementary

Diagonal

Pore

Solid

adm  Admissible

app Apparent

eff Effective

sol Solution

“N g0 O %
|

Operators and accents
\Y% Del operator
Dot product (single tensor contraction)
0] Boundary
(o) Volume average
(@)  Stochastic mean

[e] Matrix representation
° Time derivative

® Imposed values

° Fluctuating component

Acronyms

ATC  Apparent thermal conductivity
ETC  Effective thermal conductivity
MBC Mixed boundary conditions
PBC  Periodic boundary conditions
PSD  Pore size distribution

RVE  Representative volume element
SSA  Specific surface area

UHF  Uniform heat flux

UTG  Uniform temperature gradient
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I.1 Influence of boundary conditions on computation of the effective thermal conductivity of foams

generated random periodic foams [9-11], or tomography-reconstructed real foam models [1, 2, 12—
15].

Finite element-based computational homogenization [16—19] has been used to accurately pre-
dict the ETC tensor of heterogeneous materials such as composites [11] and porous media [20, 21]
from microstructural descriptions of the material. In this scheme, the ETC is classically obtained
by resolving uniform heat flux (UHF) and uniform temperature gradient (UTG) boundary value
problems [22] on computational domains of increasing size, until the resulting apparent thermal
conductivities (ATC) converge to the same value: the ETC. The domain at which convergence
is reached is then defined as a representative volume element (RVE). By this definition, the ETC
satisfies the macrohomogeneity condition!, i.e., fundamental thermodynamic quantities (entropy
in the case of heat conduction) are conserved during scale transition [23]. However, real porous
media such as foams can have prohibitively large RVE sizes due to the random microstructure and
high contrast in phase properties [20, 21, 24]. Therefore, it is often necessary to estimate the ETC
using computational domains smaller than the RVE (for example, with statistical treatments based
on the integral range [20]). Contrary to the ETC which is intrinsic to the material, the ATC of such
domains may be highly sensitive to boundary conditions due to edge effects, even when convective
and radiative heat transfer are neglected [20, 24].

With their roots in the pioneering works on asymptotic homogenization [25-27], periodic
boundary conditions (PBC)? have been shown to satisfy the macrohomogeneity condition, and to
directly yield the ETC when applied to single periodic unit cells [17, 24]. Even though the PBC
implicitly assume a periodic computational geometry, they have also been applied in numerous
instances to non-periodic geometries such as tomography-reconstructed microstructures [14, 15,
20, 21, 30]. The commonly held view is that the PBC provide the best possible ETC estimate even
for non-periodic geometries [16, 19], and that the error due to geometrical non-periodicity [30]
would vanish if the computational domain is sufficiently large [29]. However, no evidence has been
found to support this view in the case of highly porous real foam models obtained by tomographic
reconstruction, which are often smaller than the RVE.

Much past work involving numerical modeling on tomography-reconstructed foams (e.g., [1,
2, 13, 31]) used instead a set of mixed boundary conditions (MBC) that simulates steady-state
experimental configurations such as the guarded hot plate method [32]. With a parallelepipedic
domain of the sample material, uniform temperatures are fixed on two plane-parallel faces with a
small temperature difference AO between them, while adiabatic conditions are applied to the four
other faces. If the macroscopic material behavior is isotropic or orthotropic [2, 31], a unidirectionnal
heat flow Q exists within the sample, and a scalar apparent conductivity kp is computed:

[0\ (/AL
o=-(5)(56) v

with A being the surface area of the hot and cold faces, and AL being the distance between

!'The analogous condition in the mechanical case is commonly called Hill’s lemma or the Hill-Mandel condition,
and is based on conservation of the mechanical strain energy during scale transitions.

Periodic boundary conditions are also used in the volume averaging scheme [28], which gives the same result as
asymptotic homogenization under equivalent assumptions despite being theoretically distinct [29].
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I Modélisation de la conductivité thermique effective des mousses

them. Despite their widespread use by the porous media community (e.g., [1, 2, 13, 31]), to the
present authors” knowledge, these MBC have only been sporadically used within the computational
homogenization framework [21, 24]. This is likely due to the uncertainty on whether the resulting
ATC satisfies the macrohomogeneity condition, especially for anisotropic microstructures. The
accuracy and precision of the MBC results relative to those given by the uniform and periodic
boundary conditions are also unclear, save for a few specific cases: Jiang et al. [24] found that the
MBC and PBC gave equally accurate results for 2D isotropic unit cells, and Dirrenberger et al.
[21] found that for stochastic fibrous samples, larger sample volumes were required to achieve the
same precision with the MBC than with the UTG. For foam geometries smaller than the RVE,
these questions remain open.

Through theoretical demonstrations verified with numerical results, the present work inves-
tigates the validity, accuracy, and precision of the ETC of foams estimated via computational
homogenization under uniform, periodic and mixed boundary conditions. The aim is to clarify
the most appropriate boundary conditions for different types of 3D foam models (unit cell-based
geometries, virtual periodic foams, and tomography-reconstructed real foams), so as to pave the
way for more accurate predictions of microstructure-property relations. Section 2 describes the
characterization of tomography-reconstructed real foams through image analysis and the generation
of periodic foams of equivalent microstructure. Section 3 formalizes the homogenization problem
and theoretically demonstrates validity criteria and order relations for the different ATC using
entropy-based principles. Section 4 presents the computational strategy, clarifies the concepts of
validity, accuracy, and precision of the ETC estimates, and describes the statistical treatment used
to account for the stochastic real foam microstructure. Results for the different numerical case
studies are then discussed in section 5.

1.1. Mathematical notation

Tensorial notation is used in the equations, with scalars in regular italic font, and first- and
second-order tensors denoted with bold face italics. Tensors expressed as vectors or matrices (de-
noted with square brackets [e]) are given with respect to the Cartesian reference frame {e;, e, e},
unless otherwise specified.

2. Characterization and modeling of foam morphology

This section describes the characterization and modeling of the different types of foams studied
in this work. Two types of random foam models are considered: tomography-reconstructed
samples of a reference ceramic foam which provide the most realistic description of the pore scale
morphology, and digitally generated periodic foams of equivalent microstructure. In addition,
non-periodic regular structures were also created from an orthotropic unit cell for a preliminary
study (described further in subsection 5.1).

2.1. 3D imaging and reconstruction of real foam samples

The reference material for this study is NorFoam XPure® by Saint-Gobain, a high-purity
alumina foam for high temperature thermal insulation [5]. X-ray micro-computed tomography
of the reference material was performed using the Phoenix v|tome|x s by GE. A cubic volume
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I.1 Influence of boundary conditions on computation of the effective thermal conductivity of foams

of 92.04 mm? was scanned and stored as a grayscale image stack. Automatic thresholding and
denoising were performed using the Fiji software [33] (see Figures 1(a) to (c)) to obtain a binary
image stack containing 516 x 516 x 516 voxels with a voxel size of 8.75 um). The porosity of the
reconstructed real foam is 74 & 2 %, which agrees well with the measured apparent density of the
physical samples (the uncertainty reflects the sensitivity towards the image processing parameters).

EA 400 pm
(a) Initial image. (b) Thresholding. (c) Denoising. (d) Segmentation.

Figure 1: Image processing steps.

2.2. Quantitative analysis of microstructural parameters

Pore size distribution. The reference alumina foam has a predominantly open-cell foam structure
with interconnected spheroidal pores. The principal microstructural parameter is taken as the
pore size distribution (PSD), with pore size defined as the diameter of an equal-volume sphere.
Segmentation of the pore phase is performed with a watershed algorithm based on a maximal ball
approach implemented in the iMorph software [34]. In Figure 2(a), the PSD based on pore count
(with the diameter in um) is shown to follow a lognormal distribution of parameters ;o = 4.5 and
o = 0.97 representing the mean and standard deviation of the diameter’s logarithm respectively.
The median diameter is 140 um based on pore count, and 590 um based on pore volume.

Pore connectivity. Once segmentation of the pore phase is performed, the pore network can be
obtained by connecting the barycenter of each pore to those of its closest neighbors. The pore
connectivity is then described by the mean number of neighboring pores in contact with any given
pore, i.e., those having at least 1 voxel in common. This parameter is often considered in relation
to heat and mass transport through the pore phase.

Specific surface area (SSA). The specific surface area is the total foam surface area per unit
apparent volume, and represents the area available for heat exchange between the pore and solid
phase. iMorph uses a marching cubes algorithm [34] to generate a surface mesh of the pore-solid
interface constituted of triangular elements; the specific surface area is then estimated using the
sum of the elements’ areas.

Covariance range. The morphological covariance characterizes the geometrical dispersion within
the foam sample [20]. Let x be a point in the sample. Denoting (), the set of all points belonging
to the pore phase and & € R? an arbitrary distance vector, the morphological covariance C(h) is an
even function describing the probability that both points x and x + & belong to the pore phase:

Ch)=P({xecQ,}n{x+heQ,})=Ch) (2)
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Figure 2: Microstructural characteristics of the real foam.

When h = 0, the covariance is simply equal to the porosity f,. As |h| — oo, C(h) tends
to the theoretical asymptotic value ];2 (two points infinitely far apart are uncorrelated). In most
cases, there exists a finite distance called the covariance range at which this asymptotic value is
reached. The covariance range depends on the size and arrangement of pores, and thus represents
the characteristic length ¢ of the micro-scale in a given direction [20]. Points at distances larger than
this range are considered statistically independent in terms of their microstructure. In Figure 2(b),
the covariance ranges along the principal directions of the cubic geometry vary from 333 um to
373 um, which is approximately 3 times the median pore diameter of 140 um. The tiny variation
along the different principal directions suggests a very slight anisotropy in the material.

2.3. Generation of equivalent periodic foam models

Recent studies on pore-scale foam modeling have increasingly favored the use of digitally
generated random polydisperse foam models over traditional unit cell descriptions [35], with
Voronoi-based tessellations often used to simulate the distinctively skeletal structure of ultra-low
density foams (usually having porosities of over 90%) [4, 9, 10, 36]. However, for ceramic foams
of slightly lower porosity (approximately between 60% and 85%) fabricated by direct foaming of
a ceramic slurry, spheroidal pores tend to be observed instead [37], as is the case with NorFoam
XPure®. For this class of foams, the foam structure is more closely simulated as a solid matrix
with packed spherical inclusions [10, 38]. The method of Cunsolo et al. [10] chosen to generate
the virtual foams in this work will be briefly described in this subsection.

Four microstructural parameters are given as input: the target porosity f,, the standard deviation
o of the diameter’s logarithm, the edge length L of the cubic domain, and the number of pores
in the domain. Figure 3 summarizes the foam generation workflow. The process starts with
the generation of a random periodic packing of non-overlapping spheres, with relative diameters
following a normalized lognormal PSD of parameter 0. The spheres are first inflated with their
relative size unchanged, allowing intersections, to roughly match the target porosity. The structure
is then converted into binary voxel format. A Gaussian blur filter followed by grayscale thresholding
allows fine-tuning of the porosity while softening sharp edges in the foam structure, giving results
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I.1 Influence of boundary conditions on computation of the effective thermal conductivity of foams

¥ RiRA R

(a) Sphere packing. (b) Inflation. (c) Gaussian filter. (d) Thresholding. (e) Periodic foam.

Figure 3: Generation of periodic foam models with the algorithm of Cunsolo et al. [10].

Foam type & PSD: Pores per mm® vs. Pore SSA Covariance
volume (mm?) diameter (um) connectivity (mm™')  range (um)
Real foam o 10 ° T, 3.93 10.7 353 £20
(V=92.04) .
Virtual foam A ! 8809 3.5+£0.7 9.7+0.5 429+ 184
(V =2.74) o
Virtual foam [J . R 39+04  84+03 696+345
(V=11.78) )

0.1

100 1000

Table 1: Comparison of key microstructural parameters between the real and virtual foams: pore size distribution
(PSD), pore connectivity, specific surface area (SSA), and covariance range. For the virtual foams, the mean and
standard deviations across 10 realizations are given.

similar to more sophisticated but computationally demanding approaches (e.g., the discrete element
approach of Dyck and Straatman [38]).

Virtual foams of 6 distinct volumes ranging from 2.74 mm? to 11.78 mm?® with 10 realizations
for each volume are generated. The target porosity of 74% is achieved within voxel precision for
all virtual foams. The same microstructural analysis described in subsection 2.2 is then applied
to the virtual foams, with the results for the smallest and largest foams summarized in Table 1.
The PSD, connectivity and SSA of the virtual foams agree remarkably well with those of the real
foam, especially given that the absolute pore sizes were not fixed during the generation procedure.
The higher mean covariance range in the virtual foams with a wider scatter suggests a less random
pore arrangement in the virtual foam resulting from the periodicity constraint, with a higher degree
of geometrical anisotropy within certain realizations due to the presence of a few extremely large
pores. As the covariance ranges remain smaller than the cubic edge length L, the separation of
micro- and macro-scales is upheld, and the realizations are statistically independent of one another.

2.4. Creation of non-periodic unit cell-based structures

For the preliminary study described in subsection 5.1, regular geometries that possess the key
characteristics of the tomography-reconstructed foams (non-periodicity, anisotropy, high porosity)
are created according to the method described below.

A reference orthotropic unit cell is first built, starting from a motif comprised of a body-centered
cubic arrangement of overlapping spheres (Figure 4(a)). An oblong 4 x 2 x 1 tessellation of said
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I Modélisation de la conductivité thermique effective des mousses

motif is created (Figure 4(b)), then compressed into a cube, resulting in an orthotropic tessellation
of overlapping ellipsoids. Finally, the inverse of this tessellation (Figure 4(c)) gives a periodic,
orthotropic unit cell with interconnected ellipsoidal pores. The porosity of f, = 71.3% is in the
same range as the studied foams.

(a) Initial motif. (b) 4 x 2 x 1 tessellation. (¢) Orthotropic unit cell.

Figure 4: Generation of the orthotropic unit cell.

Non-periodic anisotropic geometries are then created as follows: a large 3D tessellation of the
orthotropic unit cell is created, an arbitrary rotation is applied to the tessellation, then a cube is cut
according to the initial Cartesian reference frame to give the final geometry. They are then used
for the preliminary study described in subsection 5.1; notably, Table 2 contains examples of the
anisotropic geometries obtained with the present method.

3. Theoretical study on boundary conditions

Heat transfer within engineering parts or structures made of foams typically occur over length
scales much greater than the characteristic sizes of the foams’ heterogeneities. Applying the princi-
ple of scale separation, two distinct scales can be considered. At the macro-scale, one is concerned
with the thermal loading and response of the engineering structure, and the behavior of the foam
may be represented by an effective thermal conductivity (ETC) tensor k.. While a phenomeno-
logical model for k.4 can be derived from experimental measurements, this approach is generally
cumbersome. Computational homogenization provides a more versatile way to deduce k. by
simulating heat transfer at the micro-scale on explicit representations of the foam morphology (see
Figure 5). The chosen micro-scale boundary conditions should satisfy the so-called “macroho-
mogeneity condition” to ensure fundamental thermodynamic quantities remain consistent during
scale transition.

Four boundary conditions for the micro-scale problem are examined in this work: uniform heat
flux (UHF), uniform temperature gradient (UTG), periodic (PBC) and mixed (MBC) boundary
conditions. Assuming they satisfy the macrohomogeneity condition, these boundary conditions
should predict the same macro-scale behavior when the computational geometry is large enough
to be considered a representative volume element (RVE) of the foam. However, as most foam ge-
ometries are smaller than the RVE, different boundary conditions generally generally give different
apparent thermal conductivity (ATC) tensors k., which are more or less accurate estimates of the
ETC.
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I.1 Influence of boundary conditions on computation of the effective thermal conductivity of foams

The governing equations of the two-scale problem are first provided in subsection 3.1. The
different boundary conditions are then examined in subsection 3.2. In particular, validity criteria
for the MBC are developed with respect to the macrohomogeneity condition. The maximum
entropy principle is then used in subsection 3.3 to establish analytical order relations between the
ATC computed under different boundary conditions.

3.1. Governing equations
3.1.1. Macro-scale problem

At the macro-scale, the foam may be approximated as an equivalent homogeneous medium
with a second-order effective thermal conductivity (ETC) tensor k.g. In the absence of volumetric
heat sources, steady-state heat transfer is described by the macro-scale Fourier’s law:

F=-kgs-G with V.-F=0 3)

where F and G are the macroscopic heat flux and temperature gradient vectors respectively.

If k.4 is known, the heat flux and temperature fields across the entire macroscopic domain can
be computed for any well-posed loading case. One way to obtain kg is through the computational
homogenization approach presented in the next subsection.

{qsol’ Hsol} on Q

(9Qq al
q-n=gy(x)

Macro-scale Micro-scale

Figure 5: An illustration of two-scale problem. At the micro-scale, boundary temperatures 0 and normal heat fluxes qn
are prescribed on parts of the boundary 9Q, and Q¢ respectively, giving solution fields ¢**! and 6°°! over the entire
domain Q.

3.1.2. Micro-scale problem and maximum entropy principle

The micro-scale problem considers the foam as a two-phase domain QO with boundary 0Q,
sufficiently large compared to the characteristic microscopic length scale ¢, yet sufficiently small
compared to the macroscopic length scale (see Figure 5). As such, the temperature variations
within Q are small: T = Ty + 0 ~ Ty, with T being the reference temperature and 0 the relative
temperature. The second-order local thermal conductivity tensor k is then assumed constant with
respect to temperature.
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I Modélisation de la conductivité thermique effective des mousses

Under steady-state heat conduction with no volumetric heat generation, the micro-scale heat
flux vector ¢ and relative temperature 0 are linked by the micro-scale Fourier’s law:

qg=-k-VO with V.¢g=0 @)

Given a set of micro-scale boundary conditions on 0Q), the heat flux and temperature fields
over () may be provided by the “maximum entropy principle” introduced by Onsager [39] and
formalized in the next paragraph.

Maximum entropy principle. For a set of boundary conditions applied to the domain ), it is
possible to define the disjoint parts of the boundary 9Q), and Qg on which the boundary normal
heat flux g, and temperature 0 are prescribed respectively (see Figure 5). The resulting solution
heat flux and temperature fields are denoted ¢*' and 0*°!.

An “admissible” solution for the heat flux field ¢g*'™ is a field that satisfies the boundary heat flux
conditions, while possibly differing from the “true” solution g*' elsewhere. The maximum entropy
principle states that ¢*°' maximizes the rate of entropy increase minus the dissipation-rate [39],
which for small temperature variations (7" =~ T on () is written using the functional §:

1 A 1 i
Vg e {¢“"}. S(g) = F(‘ . (g-mBdA -2 /Q q- &' -q)dV) < S(g* (5)
0 0Q¢g

where 0 is the boundary temperature prescribed on Q.

Similarly, an “admissible” solution 0™ for the temperature field satisfies the temperature
boundary conditions, but may differ from the “true” solution 0*°! elsewhere. The complementary
statement of the maximum entropy principle is written as:

Vo € {6}, 549):12 —/ EjnedA—l/(k-Ve)-VGdV <80 (6)
Ty 20, 2 Jo

where ¢, is the boundary normal heat flux prescribed on 0Q),.
Note that for a given set of boundary conditions and the resulting solution fields {qs"l, 95"1},
the following property may be proven with the divergence theorem (equation (A.1)):

1
S(qSOI) + 50(9501) — — (_ (qsol . n)esoldA + / qsol . Vesol dV) =0
T, 80 o) (7)

— S(qsol) — _50(650])

3.1.3. Micro-macro scale transition and macrohomogeneity condition

The following averaging relation is proposed for any given scalar or vector field defined over
Q:

(o) =%/Q.dv (8)

Having obtained the solution heat flux and temperature fields, the micro-macro scale transition
is achieved by assigning F = (¢) and G = (V0) [18, 19]. The terms “mean” and “macroscopic”
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I.1 Influence of boundary conditions on computation of the effective thermal conductivity of foams

are henceforth used interchangeably. It is then possible to identify a second-order apparent thermal
conductivity (ATC) tensor k,p, linking F and G, using the macroscopic Fourier’s law (given here
in both tensorial notation and vector/matrix form with respect to the Cartesian frame):

Fy kY kY kY| |G
F = _kapp -G = Fz =- k;ﬁ)p k;gp k;‘;p G2 (9)
F; ki k3 k3| | Gs

As k,p,, may vary depending on the choice of micro-scale boundary conditions and the size of (), it
is generally different from kg, which should be intrinsic to the homogenized medium. The chosen
micro-scale boundary conditions to compute k,,, should ensure consistency of fundamental ther-
modynamic quantities between the micro- and macro-scales. This “macrohomogeneity condition”
is detailed below.

Macrohomogeneity condition. The following quantity represents the micro-scale specific entropy
production rate due to the irreversibility of heat conduction, and is obtained by expressing the
second law of thermodynamics in the form of the Clausius-Duhem inequality [39, 40]:

—q - % >0 (10)
where T = T, + 0. Note that the same quantity appears in the statements of the maximum entropy
principle (equations (5) and (6)).

The macrohomogeneity condition states that the specific entropy production rate should be
conserved between the micro- and macro-scales [19, 23]. For small temperature variations (7' ~ 7))
across (), this condition can be simplified to:

vT Vo G
<_q?>z<_q_>=_ -— <= ((@-VO)=F-G (11)

Schindler et al. [23] showed that this simplification is indeed valid, inducing an error of 0.18%
when the maximal temperature variation over the domain is 1 K for 273 K < 7, < 775 K.

As the divergence theorem links the averages (g), (V0), and (g - V) to their boundary
values (see equation (A.1)), the applied boundary conditions have a direct influence on whether
the macrohomogeneity condition is satisfied.

3.2. Boundary conditions

The different sets of boundary conditions considered in this work are presented in this section,
and their validity with respect to the macrohomogeneity condition is examined. For mathematical
details, readers may refer to Appendix A.

3.2.1. Uniform and periodic boundary conditions
The usual uniform and periodic boundary conditions encountered in the literature on compu-
tational homogenization (e.g., [19, 27]) are first discussed.
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I Modélisation de la conductivité thermique effective des mousses

Uniform heat flux (UHF). Denoting Fy an arbitrary heat flux vector constant with respect to x, the
normal component of the heat flux ¢, = ¢ - n at all points on the boundary is fixed:

Vx €0Q, ¢q,=Fy-n (12)

These conditions can be applied to computational domains of any geometry, and lead to:
(q) = Fy. Application of these boundary conditions automatically satisfies the simplified macro-
homogeneity condition (11).

Uniform temperature gradient (UTG). Denoting Gy an arbitrary temperature gradient vector con-
stant with respect to x, the temperature 0 at all points on the boundary is fixed:

Vx €0Q, 0=Gy-x (13)

As with the UHF, these conditions can be applied to computational domains of any geometry,
and lead to: (V0) = Gy. Application of these boundary conditions also automatically satisfies the
simplified macrohomogeneity condition (11).

Periodic boundary conditions (PBC). These conditions are based on splitting the temperature field
over the entire domain into 8 = Gy - x + 0, and i imposing the periodicity on 0 (which represents
the fluctuations due to the heterogeneities). In practice, for cuboidal domains, the boundary
temperature is specified as:

Vix",x} €0Q, 0xH)=0x)+Gy-(x" —x) (14)

where x* and x~ are two homologous points on the boundary 0Q), i.e., one point is obtained by
projecting the other along the normal vector onto the opposite face. If a variational approach such as
the finite element method is used to resolve the temperature and heat flux fields within the domain,
application of the PBC automatically results in antiperiodic normal heat fluxes (g,(x*) = —¢,(x"))
on the boundary [41]. If that is not the case, this needs to be specified as an additional constraint
(e.g., in [14]).

Application of the PBC also automatically satisfies the simplified macrohomogeneity condi-
tion (11). The PBC as defined do not explicitly impose any restriction (e.g, periodicity) on the
geometry of the computational domain [19]. However, their use on non-periodic microstructures
such as real foam models reconstructed with X-ray tomography could lead to errors in the computed
ATC [30].

3.2.2. Mixed boundary conditions and validity criteria

Unlike uniform and periodic boundary conditions, mixed boundary conditions (MBC) do not
generally satisfy the macrohomogenity condition (equation (11)), and are thus rarely considered
within the computational homogenization framework. In this subsection, the validity of a set
of MBC commonly encountered in past work on porous media [1, 2, 13, 31] and sporadically
used in computational homogenization [21, 24] is analysed with respect to the macrohomogeneity
condition.
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I.1 Influence of boundary conditions on computation of the effective thermal conductivity of foams

Definition of the MBC. Consider a cuboidal domain Q centered at the origin of the Cartesian
frame, with boundary normal vectors n aligned to the Cartesian axes {ej, e,, e;} (see Figure 6).
The lengths of the cuboid along the e, e, and e; directions are denoted L;, L, and L respectively.
Assuming Gy = Gye;, the MBC are defined as follows (the cases with e; replaced by e, and e; are
obtained trivially by index permutation):

0=Gy-x=G if G
Vx € 90, 0-x=Goxif n|Go (15)
qn=0 if HLGO
nlel
qn=0
ezI
L e L
x1=—?1 €3 ! x1=+?1

v /
(} ‘(1(1‘7

Figure 6: Schema of the mixed boundary conditions (MBC) applied to a cuboidal domain.
To simplify the expressions for the macroscopic fields, the following notations are defined:

00QF = {x € 9Q | n = +¢;}
00; = {x € 9Q |n = —¢;}
00, = 007 U 90,

Vi e {1,2,3], (16)

The macroscopic fields are obtained by directly applying their definitions in boundary integral
form (equations (A.3) to (A.5) in Appendix A). The macroscopic heat flux vector is expressed as:

1 L L,
Fi=— / C]l—dxzdx3—/ 611(——> dx, dxs
V\Jaar 2 007 2
1
[Fl= |F,= v / Q1X2dxzdx3—/ q1x2 dx; dx3 (17)
007 00,
1
F3 = v / q1x3dx2dx3—/ q1x3 dx; dx3
I o0t 007 |
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I Modélisation de la conductivité thermique effective des mousses

The macroscopic temperature gradient is expressed as:

G L L
Gi=— / —ldxzdx3—/ (——])dxzdx3 = Gy
V \Joa: 2 a0: \ 2

[G]= |G=— / deldx3—/ 0 dx; dx3 (18)
003 00;

(;3=l / deldxz—/ deldxz
4 oQ} 903

The macroscopic specific entropy production rate is expressed as:

G L L
(q-V0) =7°</ qlgldxzdxr/ qi (—31) dxzdx3> = F|G, (19)
GloN lon

Validity criteria. Recall that the MBC do not necessarily satisfy the macrohomogeneity condition
given in equation (11), which based on equations (17) to (19) can be rewritten as:

F'G—<Q'Ve> =0 <<= FGy+F;G3=0 (20)

While equation (20) can be systematically verified a posteriori, it is often desirable to be able to
deduce a priori if the macrohomogeneity condition is satisfied based on the given microstructure.
To begin with, one may observe that a sufficient condition for equation (20) to be satisfied is if the
mean temperature difference between any two pairs of opposite lateral faces are zero, which from
equation (18) gives:

G,=G3=0 (21)

Equation (21) is hereafter called the sufficient condition for macrohomogeneity of the MBC.
For non-periodic foam structures, it can be postulated that if the pores are distributed in space
in a statistically homogeneous manner, the macroscopic temperature gradient will deviate little
from the e, direction: the temperature fields on opposite lateral faces will then be similar, i.e., the
sufficient condition (21) will be satisfied. This postulate will be confirmed by numerical modeling
on real and virtual microstructures in subsection 5.4.

Note also that if condition (21) holds, the expression for k{|" is consistent with the scalar k;p in
equation (1) computed with the 1D simplification to Fourier’s law:

. F L 1 / 1
G=G3=0—= IKP=—1-=- " _ drydos | — 22
2 3 11 G % 2( 00, q1 dx; 3) Go (22)
~ -~ A
1/A o ALIA®

This alone by no means implies that k,p, is orthotropic, since F, and F3 are not necessarily
Zero.

20 CONFIDENTIEL

Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2020LY SEI122/these.pdf
© [Z K. Low], [2020], INSA Lyon, tous droits réservés



I.1 Influence of boundary conditions on computation of the effective thermal conductivity of foams

3.3. Influence of boundary conditions on the apparent thermal conductivity

If the computational domain chosen for the micro-scale problem is a representative volume
element (RVE) of the foam material, the apparent thermal conductivity (ATC, k,p,) should then
be equal to the effective thermal conductivity (ETC, k.g) under any set of boundary conditions
satisfying the macrohomogeneity condition. However, as the RVE may be prohibitively large
for real porous media, it is often necessary to estimate the ETC from smaller, non-representative
computational domains. As such, the ATC may vary greatly depending on the boundary conditions
used due to edge effects [20, 21, 24].

For foam domains () smaller than the RVE, the values of k,,, under different boundary
conditions are compared analytically using the maximum entropy principle [39] presented in
section 3.1.2. The uniform heat flux (UHF), uniform temperature gradient (UTG), periodic (PBC)
and mixed (MBC) boundary conditions presented in subsection 3.2 are considered. The objective
is to establish order relations between the four values of k,,,. As the thermal conductivity tensor
is necessarily positive semi-definite [40], any two thermal conductivity tensors k4 and kz may be
compared based on their quadratic form:

ki <ksg = (ka-Go)-Gy
= Fo(kle0>

(kg - Gy) - Gy VG

23
Fy- (kj -Fy)  VF, )

<
>

The discussion is hereinafter restricted to cuboidal domains (O comprised between points
—[Ly L, L3)/2 and +[L; L, L3]/2 in the Cartesian frame {e;, e,, €3}, as illustrated in Figure 6, with
the arbitrary heat flux and temperature gradient vectors Fy = Fye; and Gy = Gye; (the cases with
e, replaced with e, and e3 can be obtained trivially by index permutation). The same reference
temperature 7| is adopted for all four boundary value problems. It is first assumed that application
of the MBC satisfies the macrohomogeneity condition (20) (but not necessarily condition (21), the
sufficient condition for macrohomogeneity).

3.3.1. Known order relations

Key results from the literature [17, 19, 22, 24, 42] are summarized below, with complete
demonstrations included in Appendix B. These are based on the observation that any heat flux ¢
defined over Q) is an admissible solution heat flux field to the UTG problem, since no boundary
heat fluxes are prescribed (0Q, = ). Conversely, any temperature 0 defined over Q is an
admissible solution temperature field to the UHF problem since no boundary temperatures are
defined (0Qg = )). The maximum entropy principle (5) and its complementary statement (6) then
give:

vg, s7%g) < sTTCE0) (24a)

<
ve, sUHF) < sUHF(QUHF) (24b)

Firstly, considering the true solutions to the PBC problem g€ and 0B€ as admissible solutions

to the UTG and UHF problems respectively, equations (24) gives a well-known result [17, 19, 24]
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I Modélisation de la conductivité thermique effective des mousses

the demonstration of which is found in Appendix B:

UTG,,PBC UTG/,,UTG
{5 (q ) S (q ) — kUHF S kPBC S kUTG (25)

<
S}JHF (ePBC) S SEHF ( eUHF ) app app app

Secondly, considering the true solutions to the MBC problem gM5¢ and OMBC as admissible
solutions to the UTG and UHF problems respectively, a development based on the work of Hazanov
and Huet [42] gives the following result, which is also demonstrated in Appendix B:

{ SUTG(gMBC)

SEHF(GMBC)

SUTG ( qUTG)

<
— — UHF MBC UTG
< SFJHF ( eUHF) kapp S kaPP S kapp (26)

Since kggp =k = k;jpT,G when V — oo according to Hill [22], the following relation necessarily

holds for sufficiently large volumes:

K < e < KT 27

In summary, the existing literature agrees that the UTG and UHF yield upper- and lower-bound
estimates respectively for k.4, and for any given domain size, the PBC and MBC (assuming the
macrohomogeneity condition (20) holds for the latter) provide equally good if not better estimates.
However, no direct theoretical comparison has been made between the estimates obtained with the
PBC and MBC, a gap which will be addressed presently.

3.3.2. Comparison between mixed and periodic boundary conditions

Assume for the purpose of the present demonstration that there exists a cubioidal domain Q that,
when subjected to the PBC, gives zero normal heat fluxes on the lateral faces (for foam geometries,
this premise is in fact more general than it may seem at first glance, as will be explained following
the demonstration). For the considered microstructure, ¢3¢ is thus an admissible solution heat
flux to the MBC problem, and one may write:

..SMBC(qPBC) S SMBC(qMBC)

i A R e L Sy
< - /<9Q](qMBC -n)(Gy - X)dA — g ()™= . <(k¥gc)_l - <q>MBC> o)
= V@) G+ g (g)"C - (V0YPEC
< V()" Go+ g (g)VPC . (79)MBC

Assuming now that the sufficient condition for macrohomogeneity (21) holds for the MBC,
i.e., (VO)MPC = Gy, and substituting (g) = —k,p, - (V0), the following inequality is obtained from
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I.1 Influence of boundary conditions on computation of the effective thermal conductivity of foams

equation (28):
|% %
) (@)™ -Gy < —5<‘1>MBC'Go
= (KBC-Gy) -Gy < (KMEC.Gy) -Gy (29)

é PBC MBC
kapp < kapp

The premise of zero normal heat fluxes on the lateral faces (¢"2¢ = 0 where n L Gy) required
for equations (28) and (29) to hold can in fact be generalized to most types of foam geometries
considered. It is trivially met for periodic microstructures for which the lateral boundaries are
symmetry planes (e.g., unit cells such as in [24]). For non-periodic highly porous foam geometries,

the following postulate can be offered: under the PBC, as ¢*€ is anti-periodic, only opposite pairs

of boundary points that both belong to the solid phase would have non-zero heat fluxes (in porous
media, near-zero heat fluxes are found at points on the boundary where the pore phase is present
and where the heat flux is not specified [24]). With increasing porosity, the rate of occurrence of
such points decreases sharply, reducing the normal heat flux to zero everywhere on the lateral faces
(save eventually for a few points).

In summary, for periodic geometries with boundary faces as symmetry planes and non-periodic
foam models with sufficiently high boundary mismatch, the premise "¢ = 0 where n L Gy should
hold. These postulates will be examined through the numerical case studies (sections 5.2 and 5.4).

Combining equation (29) with the inequalities in equations (25) and (26) gives:

UHF PBC MBC UTG
kapp S kapp S kapp S kﬁPP (30)

While k°5€ is equal to the effective thermal conductivity kg in the case of periodic geometries, no

app
rigorous ETC solution is available for non-periodic geometries, for which klgfpc and kﬁgc can only

be considered the best possible estimates of k.. One key goal of the numerical studies presented
in the subsequent sections is to ascertain which of the two are more appropriate for the different
types of foam geometries considered.

4. Numerical methods

Finite element modeling was performed on the different types of cubic foam geometries (L; =
L, = L3 = L) described in section 2 with two key goals:

* to investigate the validity, accuracy and precision of the effective thermal conductivity (ETC,
k.q) estimated with the apparent thermal conductivity (ATC, k,p,) under different boundary
conditions on foam geometries smaller than the representative volume element (RVE), and

* to verify the theoretical postulates of section 3 pertaining to the validity of the mixed
boundary conditions (MBC) and to the comparison of its result and that obtained under
periodic boundary conditions (PBC).

The finite element modeling procedure is described in subsection 4.1. The quantities of interest
during post-processing (notably the concepts of validity, accuracy, and precision) are defined in
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I Modélisation de la conductivité thermique effective des mousses

subsection 4.2. The precision of the estimated ETC for random microstructures can be evaluated
with a statistical treatment based on the integral range [20], detailed in section 4.3.

4.1. Finite element modeling procedure

Initially represented in binary voxel format of equal voxel size (8.75 um), the different cubic
geometries were fully meshed with linear (P1) brick elements with a mesh density of one element
per voxel (see Figure 7(a)); it was verified that further mesh refinement did not modify the computed
ATC value by more than 1.6% on average. Each element was attributed a constant isotropic thermal
conductivity corresponding to that of sintered alumina [43] or air [44] at a reference temperature
Ty = 298 K. The contrast between the solid and pore phase conductivities (k, and k, respectively)
is indeed very high: k,/k, = 539.

Finite element modeling of 3D steady-state heat transfer over the entire computational do-
main was performed using the preconditioned Krylov-based iterative solver of Abaqus/Standard
2017 [45]. The governing variational statement of the finite element method [41, 45, 46] is math-
ematically equivalent to the maximum entropy principle [39] presented in section 3.1.2. From the
computed temperature and heat flux fields (see example in Figures 7(b)—(c)), the mean temperature
gradient, heat flux, and specific entropy production rate were calculated based on their respective
definitions in Appendix A.

Temperature (K)

303
301
299
297
295
293

Heat Flux Mag-
nitude (W/m/K)

.70
.50
.30
.10
.08
.06
.04
.02
.00

(a) Geometry and mesh. (b) Absolute temperature 7. (c) Heat flux magnitude |g|.

Figure 7: Application of the mixed boundary condition (MBC) on a 1.35mm x 1.35mm x 1.35 mm reconstructed
foam model meshed with 3.65 million (154%) elements. The 0Q*, 9Q, and 0Q) faces are shown.

To solve for k,y,, three orthogonal configurations were solved for each boundary value problem,
i.e., the directions of Gy = Goe; or Fy = Fye; were permuted for j € {1,2,3}. As equation (9)
gives three equations linking F = (¢) and G = (V0) for each configuration, nine equations
were thus obtained to solve for the nine unknowns in k,,,. With MPI-based parallelization on a
quad-core processor with a clock speed of 2.20 GHz, computation of the complete ATC tensor
for a domain with 8 million elements took approximately three hours, half of which was spent on
post-processing.

4.2. Quantities of interest during post-processing

For each set of boundary conditions and each type of microstructure, four aspects of the
computed ATC are studied:
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I.1 Influence of boundary conditions on computation of the effective thermal conductivity of foams

Validity with respect to the macrohomogeneity condition. As small temperature variations are
considered, the macrohomogeneity condition (11) should be satisfied by each set of boundary
conditions used for the resulting ATC to be considered valid. An “entropy residual” r can be
defined as follows:

3

1 .VO)—F-G\*
ry = §Z<<q F?G > (31)

j=1 Golles

A zero value of g means that the macrohomogeneity condition (11) is satisfied, i.e., the specific
entropy production rate is consistent between the micro- and macro-scales.

Diagonalizability. Eigendecomposition of the ATC was performed to identify the principal direc-
tions of orthotropy (if they exist) and the ATC along these directions. Consider a cubic domain
aligned to the Cartesian frame in which the ATC matrix [k, is computed. If the thermal con-
ductivity of the underlying material is indeed orthotropic in another reference frame rotated with
respect to the Cartesian frame by a matrix [R], then [k,,] is diagonalizable and the diagonalized

ATC matrix [k} ] can be written as:

k?PP 0 0
[Feapp) = [RT [kapp | [R] - with [k, ] = | O Kk 0O (32)
0 0 K

where k™, kif* and kj” are the real eigenvalues of [k,p,], and the columns of [R] are the corre-
sponding eigenvectors.

Accuracy. For periodic geometries, the ATC obtained through application of the PBC is the
reference ETC (kgfpc = kex), and was used to evaluate the accuracy of those obtained under the
other boundary conditions (UHF, UTG, MBC). For non-periodic geometries, no rigorous reference

ETC can be obtained in general, if convergence of the UHF and UTG bounds is not achieved.

Precision. While deterministic effective properties exist for regular geometries, for random mi-
crostructures, the variation between the ATC may not vanish even when the computational domain
is extremely large. The ETC was therefore estimated using the stochastic mean ATC ((kypp))
of different samples of the material (or realizations, if digitally generated virtual geometries are
considered). With N independent samples of equal volume V/, the precision € of the ij term of the
mean ATC matrix was evaluated from the standard error [20]:

20 k

€= W\] (33)

where oy is the standard deviation of the ATC, which generally decreases with increasing V. To
achieve a given precision €, one may either work with a large number of small samples, or a small
number of large samples.
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I Modélisation de la conductivité thermique effective des mousses

4.3. Statistical treatment based on the integral range

In random foams of arbitrary size, the interplay between the variance of the ATC and sample
volume depends not only on the regularity of the microstructure, but also on the type of property
considered, the phase contrast, and the boundary conditions. To account for their influence, Kanit
et al. [20] proposed the following power law model for the ATC variance o7:

a,f=ﬁ,(1—ﬁ,)(ks_kp)2(J_‘ﬁ) for V> J; (34)

where k, and k, are the conductivities of the solid and pore phases respectively, « is the power law
exponent, and J is the integral range which can be interpreted as the scale of the phenomenon, V
being the scale of observation. In practice, for a given set of boundary conditions and microstruc-
ture, J; and « are estimated by first computing o, for a few different values of V, then performing
a power law regression.

With equations (33) and (34), it is then possible to evaluate the precision e of the estimated
ETC even if computation of the standard deviation is impossible (e.g., when an insufficient number
of samples are available). Alternatively, one may also define a target precision ¢,, and estimate the
associated “statistical RVE size” as V(¢y, N = 1).

Itis important to note that application of the statistical treatment only accounts for the scatter due
to the random microstructure; when working with geometries of sub-RVE sizes, due to edge effects,
inaccuracies in the ETC estimate may still exist depending on the chosen boundary conditions.

5. Results and Discussion

The apparent thermal conductivity (ATC, k,p,) of three types of foam geometries are computed
under four sets of boundary conditions: uniform heat flux (UHF), uniform temperature gradient
(UTG), periodic (PBC) and mixed (MBC) boundary conditions. While a deterministic value of
the effective thermal conductivity (ETC, k.g) intrinsic to the entire medium may be computed for
regular periodic microstructures, for random microstructures, the mean ATC of several realizations
was used as an estimate of the ETC.

Specific results corresponding to each type of foam geometry are first presented:

* Subsection 5.1 describes a preliminary study on unit cell-based geometries that highlights
the effect of geometrical non-periodicity on the accuracy of the estimated ETC;

* Subsection 5.2 describes a study of the effect of random porosity on the accuracy of the ETC
estimated under different boundary conditions in the case of periodic virtual foams;

» Subsection 5.3 describes a study of the accuracy and precision of the ETC estimated under
different boundary conditions on non-periodic tomography-reconstructed real foams.

Last but not least, the theoretical postulates in section 3 pertaining to the validity of the MBC
as well as the order relation between the MBC and PBC results are verified in subsection 5.4.

As was commonly done for porous media, the results were given in terms of the normalized
ATC k,pp/ks, which is generally only dependent on the microstructure and independent of the base
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I.1 Influence of boundary conditions on computation of the effective thermal conductivity of foams

material properties due to the high phase contrast [6], allowing the discussion hereafter to be
generalized to all foams of similar morphology whatever the base material.

Where appropriate, the results are compared to several well-known analytical models: the
series and parallel models, also known as the Wiener or Voigt-Reuss bounds of the ETC of
arbitrary mixtures; the Maxwell-Eucken models, also known as the Hashin-Shtrikman bounds for
isotropic mixtures; and a power law solution to the “asymmetric” Bruggeman approximation for
spherical inclusions of negligible conductivity, commonly named after Archie [47]. A thorough
review of analytical models applicable to porous ceramics can be found in references [6] and [7].

5.1. Study on unit cell-based geometries: effect of geometrical non-periodicity

The ATC of the reference orthotropic unit cell (Figure 4(c)) was first calculated using different
boundary conditions. Regardless of the boundary conditions used, the ATC matrix was indeed
diagonal as expected. Results for two different tessellation sizes are shown in Figure 8. Larger
tessellations were not considered to keep the size of the computational domain representative of
typical reconstructed foam models.

~ 0.35 ~ 0.35 ~ 0.35
030 ~ 030 ~ 030

§x‘:‘1 025 [ %& 025 [ %‘g 025 [ UTG

o 0.20} O 0.20} o 0.20} PBC (Ref.)
< 015¢ < 0.5} 2 o015l == MBC

2 3 3 sswUHF

N 0.10f N 010} N 0101 —Series/

© © ©

E 005} E 005} E 005} Parallel
(o] o o

Pz Pz Pz

0.00 0.00 0.00

B
1x1x1 2x2x2
Tessellation size Tessellation size Tessellation size

Figure 8: Diagonal values of the apparent thermal conductivity (ATC) matrix computed for two tessellations of the
orthotropic unit cell with the uniform heat flux (UHF), uniform temperature gradient (UTG), periodic (PBC), and
mixed (MBC) boundary conditions. The bounds given by the series and parallel models are also included; the lower
bound (series model) is extremely close to zero.

As the geometry is periodic, the PBC result on a single unit cell directly gives the reference
ETC of the whole medium. The conclusions regarding the other boundary conditions were in line
with past findings [17, 20, 24]. The UHF and UTG provided lower- and upper-bound estimates of
the ETC respectively; however the large difference between the bounds and their extremely slow
size convergence due to the large phase contrast render their use impractical, and demonstrate that
the RVE as defined by Hill [22] would be prohibitively large. Notably, the UTG result coincides
exactly with the parallel model (upper Wiener bound) and seems insensitive to material orthotropy,
a recurring observation in the following subsections. Similar to the results of Jiang et al. [24], the
ATC of the orthotropic unit cell computed with the MBC is identical to that of the PBC within
numerical accuracy.

With a 2 x 2 x 2 tessellation of the orthotropic unit cell as the reference, two non-periodic,
anisotropic geometries of the same volume are then created: a “low anisotropy” case through
rotating the base material with respect to the Cartesian frame by 45° about the [0 O 1] axis, and
a “high anisotropy” case by a rotation of 57.1° about the [-0.13 0.38 0.92] axis. As mentioned
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I Modélisation de la conductivité thermique effective des mousses

in subsection 2.4, the diagonalized ATC matrices of all three geometries should be equal, i.e.,
they should have the same eigenvalues (equation (32)). Table 2 lists the eigenvalues of the ATC
obtained with the PBC and MBC for the different anisotropic cases, and their mean errors with
respect to those of the ETC matrix of the orthotropic unit cell calculated with the PBC.

Type of geometry Normalized ATC matrix [k,,p/k,] ~Eigenvalues Mean error
Reference:

0.112 0 0 (0.112

PBC: 0 0.173 0 < 0.173 Ref.
0 0 0.234 0.234
0112 0 0 (0.112

MBC: 0 0.173 0 < 0.173 0.0%
0 0 0.234 0.234

\

0.126 -0.016 0 (0.110

PBC: [-0.016 0.126 0 0.142 —7.3%
0 0 0.231 0.231

\

0.141 -0.030 0 0.111

MBC: |-0.030 0.141 0 0.171 -1.5%
0 0 0.230 0.230
0.144 -0.017 0.026 (0.104

PBC: |-0.017 0.127 0.024 < 0.153 -9.5%
0.026 0.024 0.198 0211
0.112 -0.020 0.027] [0.107

MBC: [-0.020 0.136 0.030 0.166 -3.9%
0.027 0.030 0.211 0.226

Table 2: Normalized apparent thermal conductivity (ATC) matrices of anisotropic geometries computed with periodic
(PBC) and mixed (MBC) boundary conditions, and the error of their eigenvalues relative to the reference (Ref.) values.

The negative errors show that the ETC is systematically underestimated by both the PBC and
MBC due to boundary effects (linked to the zero lateral normal heat flux for the MBC, and to the
geometrical mismatch for the PBC). The estimate obtained with the MBC is however significantly
better than that given by the PBC, which contradicts the commonly held view that the PBC offer the
best estimate for computational domains of sub-RVE sizes. This can be explained by the following:
assuming the sufficient condition for macrohomogeneity (20) is fulfilled, the MBC can be seen as a
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I.1 Influence of boundary conditions on computation of the effective thermal conductivity of foams

relaxed form of the PBC, in which the restriction of G(X“) = G(X ) (local periodicity) on the lateral
faces where n L Gy is replaced with a weaker condition of f 9(X+) dA = f 0(x") dA (“macroscopic
periodicity”). At the same time, without the condition of anti-periodicity of g, on the faces with
n || Gy, the flux concentration is reduced on these faces. These lead to a lower error in the ETC
estimation with the MBC than with the PBC.

5.2. Study on virtual periodic foam models: effect of random porosity

Virtual periodic foam models of six different volumes ranging from V = 2.74mm? to V =
11.78 mm?® were generated with the algorithm of Cunsolo et al. [10] (see subsection 2.3) and used
to investigate the effect of random porosity on the estimated ETC. For each sample, rigorous
reference values for the ATC can be obtained by applying the PBC; however a scatter in the ATC
between different samples still exists due to the random microstructure.

For each given volume, the mean ATC over 10 virtual foam realizations was used to estimate
the ETC of the entire medium. The mean ATC matrices in the Cartesian frame computed with
the PBC, MBC and UHF are diagonal, with a slight orthotropy (£9% difference between the three
eigenvalues). The orthotropy is expected from the large scatter observed in the covariance range
(see Table 1 in subsection 2.3). The UTG result gives an isotropic matrix with diagonal values
equal to the parallel model (upper Wiener bound).

Figure 9 compares the largest eigenvalue of the mean ATC (k% = max {k/"™, k", kit })
computed with the four sets of boundary conditions, with the precision € indicated as error bands.
The precision hovers around 2% for all cases, does not significantly decrease with increasing foam
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Figure 9: Mean normalized apparent thermal conductivity (ATC) of periodic virtual foams of increasing volume,
under uniform heat flux (UHF), uniform temperature gradient (UTG), periodic (PBC) and mixed (MBC) boundary
conditions. Comparison was shown for the largest eigenvalue of the ATC. The error bands indicate the standard error.

volume, and is only very slightly lower with the PBC than with the MBC. This is thanks to the
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I Modélisation de la conductivité thermique effective des mousses

similarity in microstructure between the samples: the average over 10 samples of even the smallest
volume (V = 2.74 mm?) is sufficient to account for the random nature of the virtual foams. Further
statistical treatment (e.g., with equation (34)) was thus considered unnecessary.

As the virtual foams are periodic, application of the PBC gives the reference ETC value. As
with the orthotropic unit cell, the UTG and UHF yielded extremely wide and thus uninformative
upper- and lower-bound estimates of the ETC. Unlike for the orthotropic unit cell, the MBC result
is extremely close but systematically lower than the PBC result, which makes this type of geometry
a counter-example to the order relation in equation (30). Indeed, the absence of symmetry planes
due the irregularity of the pore arrangement means that the demonstration in subsection 3.3.2 does
not apply to this type of microstructure.

One can thus conclude that for random periodic structures, the PBC result is unsurpassed by the
MBC result, with the latter generally underestimating the ETC due to regions close to the boundary
not participating in heat transfer as they would in an infinite medium. The difference between the
MBC and PBC results in the present case is however very slight.

5.3. Estimation of the effective thermal conductivity of reconstructed real foams

For the tomography-reconstructed real foam models, no rigorous numerical solution of the ETC
can be obtained due to the non-periodic geometry. As such, the mean ATC of non-overlapping cubic
subdomains of the reconstructed foam is used as an ETC estimate. Volumes between 0.0117 mm?
and 11.5 mm?® were considered, with the number of samples for each volume recorded in Table 3.
To ensure statistical independence of the samples, care was taken such that the dimensions L of the
smallest subdomains remain greater than the real foam’s covariance range.

Volume V (mm?) 0.0942 0318 0.754 147 2.54 6.03 11.5
Number of samples 125 125 64 64 27 8 8
Porosity f,, (%) 74+£9 T74+5 T74+£3 T74+£2 T74+1 738+05 740+05

Table 3: Number of samples and porosity (stochastic mean and standard deviation) for each considered subdomain
volume.

Near-diagonal mean ATC matrices were obtained in all cases, with an approximate difference
of 6% between eigenvalues. For the volumes considered, the variance between the ATC of
different subdomains are much higher than that obtained with the periodic foams. Indeed, while
the periodic foams all have the same porosity and only differ in terms of pore arrangement, the
real foam subdomains considered here can have vastly different porosities, which is the main factor
influencing the ATC. The variance of the ATC computed with the UTG, PBC and MBC decreases
sharply with sample volume, in excellent agreement with the power law (34) proposed by Kanit
et al. [20] (Figure 10). On the other hand, the UHF estimate has a relatively stable variance that is
of several orders of magnitude smaller, showing an insensitivity towards pore volume fraction at
high porosities.

The integral range J; and power law exponent « for the UTG, PBC and MBC identified from
the numerical experiments are summarized in Table 4. The values of J; confirm that the hypothesis
V > J; for equation (34) holds, and also o ~ 1 in line with the findings of Kanit et al. [20]. The
statistical RVE sizes (Vy-; for a target precision ¢y = 2%) estimated through equations (33) and
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I.1 Influence of boundary conditions on computation of the effective thermal conductivity of foams
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Figure 10: Variance of the normalized apparent thermal conductivity (ATC) of real foams of different volumes
simulated with the mixed boundary conditions (MBC), with the power law fit proposed by Kanit et al. [20].

(34) using the identified parameters are also given, showing notably that the ETC estimated with
the MBC stabilizes at smaller volumes than with the PBC.

Ji of kifPlks (107 mm?)  a of kil (-) Vy-1 (mm?)
j=1 j=2 j=3 j=1 j=2 j=3  &=2%
UTG 9.490 9.490 9.490 1.255 1.255 1.255 33
MBC 6.116 4.670 4.137 1.240 1.163 1.117 125
PBC 1.339 4.309 2.602 0.934 1.153 1.028 505

Table 4: Integral range J; and power law exponent « corresponding to the diagonal terms of the normalized apparent
thermal conductivity kupp/k; of the real foam, under uniform temperature gradient (UTG), mixed (MBC) and periodic
(PBC) boundary conditions. The size of the statistical representative volume element V., for a precision of ¢y = 2%
was also given.

The mean and precision of the largest eigenvalue of the ATC obtained using different boundary
conditions on subdomains of increasing volumes are shown in Figure 11. As with the results
obtained on periodic foams, comparison was made with the series and parallel (Weiner) bounds,
Maxwell-Eucken bounds, and the power law of Archie [47]. Once again, the UTG and UHF results
are extremely far apart and thus uninformative. For every subdomain, the UTG systematically gives
the parallel model result (upper Wiener bound); the narrow error bands observed simply reflect
the slight variation in porosity—and thus the parallel model result-between individual subdomains.
The MBC results are slightly more precise than the PBC results, both in absolute and relative
terms.

The estimate given by the PBC is now systematically and significantly inferior to the MBC
result, in agreement with the order relation kgfpc < kﬁgc (30) demonstrated in subsection 3.3.2.
While no rigorous reference ETC value exists, one can nonetheless see that the ETC estimated
under the PBC slowly tends towards the MBC result (instead of the other way round), suggesting
that the converged value is closer to the MBC result than it is to the PBC result. Coupled with
the results from the preliminary study on unit cell-based geometries (see subsection 5.1), this
observation gives strong evidence that the MBC give more accurate estimates of the ETC than the
PBC for non-periodic foam microstructures.
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Figure 11: Mean normalized apparent thermal conductivity (ATC) of non-periodic real foam samples of increasing
volume, under uniform heat flux (UHF), uniform temperature gradient (UTG), periodic (PBC) and mixed (MBC)
boundary conditions. Comparison was shown for the largest eigenvalue of the ATC. The error bands indicate the
standard error.

5.4. Verification of theoretical postulates

In the next subsections, the postulates in section 3 are verified with the results of the numerical
case studies. Notably, the validity of the mixed boundary conditions (MBC) for statistically
homogeneous foams and the order relation between the apparent thermal conductivities (ATC)
computed under the MBC and periodic boundary conditions (PBC) are examined.

5.4.1. Macrohomogeneity condition and validity of the mixed boundary conditions

For all the considered cases, the entropy residual rg (31) was systematically checked to en-
sure that the macrohomogeneity condition is satisfied. Figure 12 shows, for the tomography-
reconstructed real foams, the evolution of the mean entropy residual with sample volume for
different boundary conditions. The uniform temperature gradient (UTG) boundary conditions
systematically gave a residual of exactly 0% showing that the macrohomogeneity condition was
perfectly satisfied. However, a low, non-zero residual was found for the other cases, most likely due
to the use of a “displacement-based” finite element solver [45] which introduces small discretization
errors where exact temperature boundary conditions are not given.

At large domain sizes, the low residual (rg < 19%) shows that all the considered boundary
conditions satisfy the macrohomogeneity condition. At small domain sizes, the residual obtained
with the MBC rises sharply with a much larger scatter (compared to that obtained with the PBC,
which only rises slightly due to the increased discretization error). This observation certainly
supports the postulate made in subsection 3.2.2: that the MBC satisfy the sufficient condition for
macrohomogeneity (21) as long the sample contains a statistically homogeneous spatial distribution
of pores, since a smaller foam volume with respect to the characteristic pore size would imply a
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Figure 12: Mean entropy residual rg as a function of real foam volume under uniform heat flux (UHF), uniform

temperature gradient (UTG), periodic (PBC) and mixed (MBC) boundary conditions. The error bars indicate the
standard deviation.

less homogeneous spatial distribution of pores within the sample. To illustrate this, the normalized
temperature difference between opposite lateral faces (0(23) is compared in Figure 13 for two dif-
ferent volumes: the smaller sample (V = 0.318 mm?, L/¢ ~ 1.9) has significantly larger differences
between the temperature fields on opposite faces compared to the larger sample (V = 2.54 mm?,
L/l =~ 3.9) for which the difference is close to zero.
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Figure 13: Normalized temperature difference on opposite pairs of lateral Q3 faces of non-periodic real foams of
different volumes subjected to the mixed boundary conditions (MBC).

5.4.2. Comparison of the apparent conductivities of non-periodic foams under periodic and mixed

boundary conditions

In subsection 3.3.2, the order relation kgg,c < kg’;lsc (28) was demonstrated with the postulate
that the boundary normal heat flux under the PBC vanishes on the lateral faces for non-periodic
foams of high porosity, due to a combination of high phase contrast and high geometrical mismatch.

Figure 14 illustrates the normal heat flux g, on the boundaries of a non-periodic real foam

model subjected to the PBC, and compares it with the geometrical features on the corresponding
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boundaries: for each pair of opposite boundary faces, the white regions show regions at which the
solid phase is present on both faces, the black regions show regions at which the pore phase is
present on both faces, and the gray regions indicate regions with boundary geometry mismatch.
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Figure 14: Comparison of the normal heat flux obtained using periodic boundary conditions (PBC) on a real foam of
V = 2.54mm?, and the geometry mismatch on pairs of opposite faces (white: solid phase on both sides; black: pore
phase on both sides; gray: different phases on both sides).

One sees that ¢*5€ is indeed non-zero on the boundaries only where the solid phase is present
on both sides. While high values of ¢"B¢ are seen on the 9Q, faces perpendicular to the imposed
temperature gradient, low values close to zero are generally seen on the lateral faces even when
there is “continuity” of the solid phase across opposite lateral faces. This observation supports
the postulate that the combined effect of geometrical mismatch on the lateral faces and high phase
contrast reduces g2 to zero on lateral faces, confirming the theoretical status of the demonstrated

. 7PBC MBC S
order relation k,,,” < k,,~ for non-periodic, highly porous foams.
6. Conclusion

In performing computational homogenization on microstructures smaller than the reprensen-
tative volume element (RVE), the apparent thermal conductivity (ATC) under different boundary
conditions are generally biased estimates of the effective thermal conductivity (ETC) of the entire
medium due to edge effects. The present theoretical and numerical study clarified the influence of
boundary conditions on the validity, precision and accuracy of the ETC thus estimated for open-
cell foams of sub-RVE sizes with porosities close to 74%. Three different types of foam models
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were considered: unit cell-based structures, digitally generated periodic foams, and tomography-
reconstructed real foams. When the microstructure is random, the resulting scatter in the ATC is
taken into account by averaging over several equivalent samples, and a statistical treatment pro-
posed by Kanit et al. [20] based on the integral range was used to estimate the confidence interval,
as well as the statistical RVE size associated with a given precision.

Due to the high porosity of the considered microstructures and the high contrast between
the thermal conductivities of the solid and pore phases, an extremely wide gap was observed
between the numerical lower and upper bounds given by the uniform heat flux (UHF) and uniform
temperature gradient (UTG) boundary conditions respectively. The extremely slow convergence
of these two bounds is evidence of the prohibitively large RVE size, and renders these boundary
conditions impractical for estimating the ETC of foams. The UTG result can be particularly
misleading as it systematically gives an isotropic ATC equal to the parallel model result (upper
Wiener bound) for the considered computational volumes, even when significant orthotropy exists.

The set of mixed boundary conditions (MBC) considered in this work was shown to satisfy the
macrohomogeneity condition for foam samples in which the pores are distributed homogeneously,
and thus provide thermodynamically valid ETC estimates under the homogenization framework.
While this rule of thumb may be used to determine a priori the types of microstructures on which
the MBC can be used, it is still recommended to verify this point on a case-by-case basis (i.e., by
computing the entropy residual r defined in equation (31)).

Contrary to the common view that periodic boundary conditions (PBC) give the best possible
estimate of the ETC for any given microstructure, for non-periodic foam microstructures, the
aforementioned MBC are shown to provide more accurate and precise ETC estimates. Indeed, the
PBC significantly underestimate the ETC under the combined effect of high phase contrast and
high geometrical mismatch on the lateral boundaries.

The reverse is true for periodic foams with irregular porosity: while the PBC directly give the
reference ETC value, the MBC lead to an underestimation of the ETC, although in the present
investigation, the confidence intervals of both results lay very close. Identical results are obtained
for the MBC and PBC results for periodic structures in which symmetry planes exist for the
geometry (e.g., the regular isotropic unit cells studied by [24]).

The guidelines established in this work should improve the accuracy and precision of foam
microstructure-property relations predicted through direct pore-scale modeling. Future work could
focus on numerical modeling on gigantic samples (using more appropriate alternatives such as
FFT-based techniques [48, 49]) to attempt to reproduce the present results for foam sizes close
to or exceeding the RVE. Also of interest is the development of more realistic, physics-based
periodic foam generation techniques, which may eliminate the need for costly direct computation
on tomography-reconstructed foam samples without sacrificing the accuracy of the morphological
description and hence the estimated ETC. While the present study focuses on thermal conduction
modeling in foams, extensions to other physical phenomena such as permeability, elasticity, and
plasticity (with appropriate treatments to handle nonlinear behavior [16, 50]) are most certainly of
interest for future investigations.

CONFIDENTIEL 35

Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2020LY SEI122/these.pdf
© [Z K. Low], [2020], INSA Lyon, tous droits réservés



I Modélisation de la conductivité thermique effective des mousses

7. Acknowledgments

This research was supported by Saint-Gobain Research (SGR) Provence and the French National
Association for Research and Technology (ANRT) through the CIFRE grant number 2017/0775.
The authors would like to express their gratitude to L. San Miguel (SGR Provence), L. Pierrot (SGR
Provence) and J. Meulemans (SGR Paris) for their insight and discussions that greatly assisted the
research, to Y. Millot (SGR Provence) for the preparation of foam samples, and to J. Adrien
(MATEIS laboratory) for assistance with X-ray tomography.

36 CONFIDENTIEL

Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2020LY SEI122/these.pdf
© [Z K. Low], [2020], INSA Lyon, tous droits réservés



I.1 Influence of boundary conditions on computation of the effective thermal conductivity of foams

Appendix A. Mean field computation for different boundary value problems

For a volume () with boundary 0Q on which a differentiable scalar field ) and a vector field
W are defined, the divergence theorem and its corollary state that:

/V-\IldV= ¥ .ndA (A.la)
Q Gle}
/ VydV = YndA (A.1b)
ol 00

The heat flux ¢ can be expanded using the relations Vx = 1 (the identity tensor) and V - g = 0:

qg=q-Vx=V_-(gx)-(V-q)X (A.2)

The mean heat flux (g) is then written as a boundary integral:

1 1
<q>=;/ﬂqu=;/QV-<qx)dv

1 1
L (qx)-ndA=—/ gxdA
V Jaa V Jaa

(A.3)

Rewriting the mean temperature gradient (V0) as a boundary integral requires simple appli-
cation of the divergence theorem (A.1):

1 1
(V) =—/ VGdV=—/ OndA (A.4)
Via V Joa

As for the mean specific entropy production rate (g - V), a similar development as in equa-
tion (A.3) is undertaken:

<q.V9)=‘l//q-V9dV=%/V-(q9)dV
Q Q (A.5)

1 1
-3 [ @ na-g [ gou
V oo V oo

Equations (A.3) to (A.5) are then applied to each boundary condition to demonstrate their
validity with respect to the macrohomogeneity condition, as shown below.

Uniform heat flux (UHF). Using equation (12) as a starting point, the macroscopic heat flux
F = (q) is computed:

1 1
F=—/ X(Fo-n)dA=—/F0dV=F0 (A.6)
V Joa Vi/a

From relation (A.5), it can then be shown that the macrohomogeneity condition in (11) is
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automatically satisfied:

g - VO) =l/ (Fy - m)0dA = F, - (1/ GndA) _(g) - (VO) (A7)
V Jaa V Jaa

Uniform temperature gradient (UTG). Using equation (13) as a starting point, the macroscopic
temperature gradient G = (V) can be computed (knowing that Vx = 1 the identity tensor):

G=1/V(G0-X)dv=l/GO-(VX)dV=G0 (A.8)

The macrohomogeneity condition in (11) is also automatically satisfied:

1 1
@90 =4 [ aGenar= (g [ axar)-G-@-ve) @9

Periodic boundary conditions (PBC). The temperature field over the domain is split as follows:
Vx€Q, 0=Gy-x+0 (A.10)

where 0 is the fluctuation due to the micro-scale heterogeneities. The periodicity of 0 is imposed
in the PBC, as shown by rewriting equation (14):

Vx €0Q, 0x)=0(x)-Gy-x" =0(x)-Gy-x =0(x) (A.11)

In the expression of the macroscopic temperature gradient G = (V0), the boundary integral
involving 0 vanishes due to its periodicity:

G=l(/ V(Gy-x)dV+ [ B dA>=Go (A.12)
14 Q Q

In a similar fashion, knowing that g, is anti-periodic, the term involving 6 in (g - V) also
vanishes, and the macrohomogeneity condition in (11) is satisfied:

1 N
(g- Vo) = ‘—,(/ qn(Go-x)dA+M =(q) - (V0) (A.13)
o0Q Q

Mixed boundary conditions (MBC). The mean fields are directly obtained from the application of
equations (A.3)—(A.5), replacing with the boundary conditions in (15).

Appendix B. Proofs of known order relations between the ATC computed with different
boundary conditions

Result #1. Comparison of the PBC and UTG results (kffpc < kgng) in equation (25):

ST < TG = R G)Go < (G Gy B

38 CONFIDENTIEL

Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2020LY SEI122/these.pdf
© [Z K. Low], [2020], INSA Lyon, tous droits réservés



I.1 Influence of boundary conditions on computation of the effective thermal conductivity of foams

Proof #1. The right hand side expands as follows:

SUTG(qUTG) UTG(eUTG) — (kUTG <V6>UTG) <V6>UTG (kUTG G()) G() (B2)

app app

The left hand side expands as follows:

%
SUTS(gPBCy = _ [ (¢™BC . n)aUTC dA — — <q>PBC <(k§[])3pc)_ . <q>PBC>
20 2
%
=- PEC . n)(Gy - x)dA - — (¢)7PC - G
aQ(q )(Go - X) > (q) 0 (B.3)
%
=V (@)™ - Gy + 5 (9)™ - Gy

(kPBC GO) GO

app

Result #2. Comparison of the PBC and UHF results (k;if < klggjc) in equation (25):

\% \%4
SUHF(QPBC) < gUHF(QUHF) >Fo- (™ - Fy) < >Fo- (e )™ - Fo)  (B.4)

¢ app app

Proof #2. The right hand side expands as follows:

SUHF(QUHFy _ _ qUHF(,UHF) _ ; <q>UHF <(k:£;F) 1, <q>UHF> _ gFo . ((k;;II{JF)— 0) (B.5)

The left hand side expands as follows:

SUHF(@PBCY — [ (qUHF . )gPBC g4 — . (k;l);pc <V9>PBC> . <V9>PBC
Q0

1%
(Fy - n)0TBC dA —
20 2

— —VF() <V6>PBC _ V< >PBC <V6>PBC

21
)" )—g@m (emey - (g)™™)

< >PBC <V9>PBC

= VFy - <(kPBC g

app

0, ( <q>PBC>
(B.6)
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Setting I1. <<q>PBC> to represent the expression on the last line, one can then deduce:

( ch - PBC -
9{g)"™ = VFy - (e ) =V (@)™ - ()" = 0
(@)**=Fy
01, _
oy~ )
d(q)

Vv
e maxS"HF(OEC) = max HC((q>PBC> = [L.(Fy) = 3 Fy - (KEe)" - Fy)
Result #3. Comparison of the MBC and UTG results (kgg'sc < k}gf’) in equation (26) according to
the work of Hazanov and Huet [42]:

Vv

5UTG(qMBC) < SUTG(qUTG) — E(klf:ggc . Go) .Gy < E(k;g)G . Go) -Gy (B.8)

<

Proof #3. The right hand side expands as follows:

vV \%
SUTG(qUTG) — —SETG(GUTG) - (kUTG . <V6>UTG> . <Ve>UTG — —(kUTG . G()) . GO (Bg)

2 app 2 app

The left hand side expands as follows:
Vv
.SUTG(qMBC) - _ (qMBC . n)eUTG dA _ 5 <q>MBC . ((k];/II)ISC)—l . <q>MBC)
aQ

14 _
=_ GQ(qMBC -n)(Gy - x) dA — o <q>MBC . <(k2ggc) 1, <q>MBC> (B.10)
Vv

—_y <q>MBC -Gy - 5 <q>MBC . ((kgggc)f1 . <q>MBC> _ H(<q>MBC)

Setting 11 <(q>MBC> to represent the expression the last line, one can then deduce:

(

oIl
0 (g™

011
\ <8 <q>MBC>2

— maxS"T9gMEY) = maxH((q}MBC> = H(—kgglsc - Gy) =

— _VGO _ V(kMBC)—l . <q>MBC — 0

app
(q)MEC =—k§’é‘3c -Gy

= -V <0 v (g)MC (B.11)

;(kMBC . GO) . G0

app

The comparison of the MBC and UHF results (k:g;F < kﬁg’gc) in equation (26) can be demon-

strated in the exact same manner as for result #3, by replacing all occurrences of ‘PBC” with ‘MBC’
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in equations (B.4) and (B.5).

Data availability

The raw and processed data in this work cannot be made publicly available at this time as they

are part of an ongoing study.
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Chapitre 11

Modélisation des propriétés radiatives

effectives du squelette et validation

expérimentale
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I- A physical optics approach to predict the radiative properties of
semi-transparent porous ceramics

Z.K. Low®** D. Baillis?

“Univ Lyon, INSA-Lyon, CNRS UMRS5259, LaMCoS, F-69621 Villeurbanne, France.
bSaint-Gobain Research Provence, F-84306 Cavaillon, France.

Abstract

We propose a physical optics approach to compute the volume radiative properties and surface re-
flectivity of porous ceramics composed of a weakly absorbing solid matrix containing low fractions
of heterogeneities (pores or particles). Our approach accounts for dependent scattering between
heterogeneities that are small and close to each other compared to the wavelength, and only requires
the 3D microstructure and complex refractive indexes of constituent phases as input. With our
approach, we obtained an accuracy of within 5% on reference microstructures with known solu-
tions. We then applied our models to compute the spectral volume and surface radiative properties
of tomography-reconstructed porous alumina samples of various porosities up to 30%. Simulated
results are compared to several analytical relations linking the effective radiative properties with
the porosity, to assess their applicability in the studied material.

Keywords: Porous ceramics, Discrete dipole approximation (DDA), Radiative transfer equation
(RTE), Volume radiative properties, Surface reflectivity

1. Introduction

Ceramics used in a wide array of high-temperature applications often contain heterogeneities
in the volume and on the surface of the material, such as pores, cracks or bubbles formed during
processing [1, 2] (see Figure 1) or scattering-absorbing particles added intentionally to modify
the radiative properties of the base material [3]. Accurate knowledge of the influence of these
heterogeneities on the radiative properties of the material is of paramount importance for the
design of high-performance materials and systems. According to the scale separation principle,
radiative transfer in materials containing small heterogeneities may be considered at two distinct
scales: the micro-scale usually with characteristic length scales of several um and below, at which
the interaction of radiation with the heterogeneities is considered explicitly; and the macro-scale
usually corresponding to mm- or cm-sized samples or parts, at which the material may be modeled

as an equivalent homogeneous medium within the framework of the radiative transfer equation
(RTE).
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Nomenclature

First- and second-order tensors (‘“vectors” and “matrices”) are written in bold face.

.
&
=
=

Dipole interaction matrix
Radius

Cross section

Target diameter

Cell size

Electric field

D= 9 >

Wavelength

Scattering coefficient
Angle

Mie size parameter, Ka
Solid angle

Superscripts and Subscripts

A
a
C
D
d
E
e Basis vector ! Modified quantity
f Volume fraction 0 Reference, in vacuo
8 Scattering asymmetry abs Absorption
h Target height amb  Ambient
z Radiance diff  Diffuse
1 Intensity, [Zd$ off Effective
J.k Dipole indexes ext Extinction
K Angular wavenumber, 27w/ Fr Fresnel
t Chord length h Hemispherical
L Target length inc Incident
M Mueller matrix " Matrix
x Iiom;;lex refractive index, n + ik » Pore/Particle
umber .

n Real refractive index; Normal vector scd Scattering
’ Parameter spec  Specular

. sub Substrate
P Polarization
R Reflectivity tr Transp ort
- Distance Vv Per unit volume
T Transmissivity
" Direction Operators and accents
v, W Target replica indexes v Del operator
14 Target volume ) Dot proéuct
X Position (o) Stochastic mean
y Discretization parameter o] Absolute value
7, Integer O Complex conjugate
Greek Acronyms
x Polarizability BSDF Bidirectional scattering distribution function
A Difference DDA Discrete dipole approximation
€ Permittivity FCD  Filtered Coupled Dipole
o) Scattering phase function FDTD Finite-difference-time-domain
0 Interaction cut-off parameter LDR Lattice Dispersion Relation
K Absorption index RMS  Root-mean-squared
K Absorption coefficient RTE  Radiative transfer equation
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II.1 A physical optics approach to predict the radiative properties of semi-transparent porous ceramics

30pum 30um

(a) Sectional view with pores (black) and particles (white). (b) Surface view with pores (indicated using arrows).

Figure 1: Scanning electron micrographs showing examples of porous ceramics.

While the effective macro-scale radiative properties have traditionally been identified from
experimental data [4, 5], theoretical and numerical methods to predict the macro-scale properties
from the micro-scale morphology have seen significant development. Past work in this area have
focused on either semi-transparent solids containing low fractions of pores and particles [6, 7] or
high-porosity materials such as foams [8], since the dominant phase in these types of materials
may be considered as the host medium for radiative transfer and the secondary phases as absorbing
or scattering heterogeneities. Purely theoretical predictions usually rely on known scattering and
absorption properties of simple isolated geometries (e.g., spheres or infinite cylinders [9]), and
invoke the independent scattering hypothesis [7] to calculate the effective properties of the material
by summing the contributions of individual heterogeneities. This hypothesis usually fails when
the volume fraction of heterogeneities exceed a few percent [10—13].

To model dependent scattering effects, Monte Carlo ray-tracing is a popular choice when
characteristic length scales of the heterogeneities are larger than the wavelength, and has notably
been performed on tomography-reconstructed or digitally generated porous ceramic microstruc-
tures [2, 14—17]. However, when the heterogeneities are small and close to each other compared
to the wavelength, resolution of Maxwell’s equations via numerical methods [18] is necessary
to account for wave effects, though the high computational cost generally limits the geometry
sizes that can be simulated. The discrete dipole approximation (DDA) [19, 20] has been used to
compute the scattering and absorption properties by isolated particles or aggregates with complex
geometry, which are then used to deduce the effective radiative properties under the independent
scattering framework [3, 8, 21-23]. Recently, a hybrid direct-inverse approach was proposed by
Chen et al. [1] for 2D microstructures of zirconia ceramics with porosities of 5% to 20%: the
angular distribution of scattered radiation is first simulated via the finite-difference-time-domain
(FDTD) method, then used to identify the effective radiative properties by iteratively solving the
RTE on an equivalent homogeneous medium. To our knowledge, direct physical optics methods
to obtain the effective radiative properties of 3D microstructures while accounting for dependent
scattering between small heterogeneities have not been implemented.
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I Modélisation des propriétés radiatives effectives du squelette et validation expérimentale

Note that most past work on low-porosity ceramics [2, 4, 7, 14, 15, 17, 24] focused on the
volume scattering and absorption behavior of the material, while the boundaries are assumed
optically smooth with specular reflection and refraction according to Fresnel’s equations [25].
However, the presence of surface asperities generally lead to non-specular boundary scattering
behavior [26, 27], with potential wave effects at wavelengths close to the asperity sizes. While
analytical electromagnetic scattering solutions have been developed for Gaussian or exponential
surfaces [26, 28, 29], numerical methods such as the FDTD with periodic boundary conditions have
recently been applied to simulate the reflectivity of porous semi-transparent periodic layers [30]
and rough opaque surfaces [31] from their complex 3D microstructure.

In the present work, which is the first of two papers dealing with the characterization of the
infrared radiative behavior of porous ceramics, we propose a new approach to predict the volume
radiative properties and surface reflectivity of porous semi-transparent ceramics composed of a
weakly absorbing solid matrix containing low volume fractions of pores or particles (around 20%)
of sizes close to the wavelengths of interest. These characteristics are typical of sintered refractory
ceramics with a high purity dominant metal oxide phase at the mid- to near-infrared range [32]. Our
approach directly computes the effective radiative properties from the tomography-reconstructed
3D microstructure and the complex refractive indexes of the constituent phases by simulating the
absorption and scattering by volume elements of the material using the DDA, which accounts for
dependent scattering between small particles close to one another. After validation on several
reference microstructures, we simulated the volume and surface radiative properties of a porous
alumina ceramic by applying our approach to tomographic reconstructions, and compared our
numerical results to several common analytical solutions.

Section 2 presents the radiative properties of interest and the analytical models commonly
used to predict them, before introducing our numerical approach consisting of two DDA-based
models. Section 3 assesses the influence of model parameters on results obtained on four reference
microstructures. Section 4 describes the acquisition and characterization of the 3D microstructure
of the studied porous alumina ceramic, and compares the numerically and analytically predicted
effective radiative properties. In the second part of the study summarized in a companion paper [33],
the predicted volume and surface radiative properties are applied to the simulation of the reflectance,
transmittance, and emittance of thin slabs of the porous alumina ceramic. The numerical results
are then validated with spectroscopic measurements.

1.1. Mathematical notation

Throughout this work, tensorial notation is used with first-order tensors (“vectors”) and second-
order tensors (“matrices”) in bold face. Different quantities sharing the same symbol are distin-
guished by their styles (italic, cursive, or upright). The spectral dependence of energetic quantities
and time dependence of electromagnetic fields are implied, and not denoted explicitly to improve
readability.

2. Effective radiative properties modeling

In this section, we first introduce the effective volume and surface radiative properties of interest
(section 2.1). Several analytical models commonly used to obtain these properties, along with their
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II.1 A physical optics approach to predict the radiative properties of semi-transparent porous ceramics

limitations, are then presented in section 2.2. We then propose a new physical optics approach
based on the discrete dipole approximation (DDA) to calculate the effective volume and surface
radiative properties while taking into account wave effects and dependent scattering.

2.1. Definition of effective radiative properties
At the macro-scale, the heterogeneous material is modeled as an equivalent homogeneous semi-
transparent medium, assumed isotropic with azimuthal asymmetry. The effective refractive index
neg of the equivalent medium may be calculated analytically, for example with the volume-averaging
definition [34]:
n§ﬁ=nfnfm+2nﬁp (1)
p

where n is the refractive index and f is the volume fraction of the matrix (subscript m) and
heterogeneities (subscript p for pores/particles) respectively.

The influence of the micro-scale heterogeneities on the macro-scale scattering and absorption
behavior is represented through spectral effective properties, illustrated in Figure 2 and defined
in this section. Note that the spectral dependence of all quantities is not denoted explicitly for
readability.

u u
Namb Rﬁ(u)
n
o 1 - R4(v)
o (0}
Keff //’,{/7 d)eff
1) eff

Figure 2: Schema of the equivalent homogeneous medium with its effective radiative properties.

Within the equivalent homogeneous medium, the radiance Z in an elementary solid angle df?
associated with the unit direction vector u is modeled with the classic radiative transfer equation
(RTE) [35]:

U VI(U) = —{0ur + ket ZW) + ke BT) + / Grdben(w, wWI(w) A @)

4
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I Modélisation des propriétés radiatives effectives du squelette et validation expérimentale

where o is the effective scattering coefficient, k.q is the effective absorption coefficient, and g
is the effective scattering phase function describing the angular distribution of scattered energy.
These three quantities are henceforth referred to as the effective volume radiative properties. Note
that 47 is the solid angle of a sphere representing the entire angular space, and ¢.¢ is normalized
such that:

/ Per(u,u’)dQ =1 (3)
4

Since azimuthal symmetry is assumed, ¢eg(u,u’) = beg(d), with 6 being the angle between the
unit direction vectors u and u'’.

Light incident on the interface between the heterogeneous material and its surroundings (which
we assume has a refractive index n,,, < n.g) potentially undergoes complex interactions due to
interface roughness effects [26]. At the macro-scale, this interface is modeled as sharp and non-
absorbing. The effective interface scattering behavior may then be represented by a bidirectional
scattering distribution function (BSDF), defined as the ratio between the scattered radiance Z,
along the direction u’ and the incident intensity /;,. concentrated in a narrow solid angle A€ about
the direction u [25]:

Isca(u,) Isca(u,)

BSDF(u,u') = - 4
() Ipcu-n| [, Tine(w)|u - n| d2 @

where n is the outward-pointing interface normal vector. Complete characterization of the BSDF
is onerous and not always necessary [25]. In this work, we focus on the the reflective behavior of
the material surface under illumination from the surrounding medium (i.e., we only consider u for
which u - n < 0), which we represent by the bidirectional surface reflectivity R(u, u’) defined for a
finite number of scattered directions u’:

Isca(u/)|u, ' Il| _

R(u’u) - Iinc(u)|u : n‘ -

/ BSDF(u,u’)|u’ - n|dQ, u-u' <0 (5)
AQY

where A(Y is the solid angle associated with the scattered direction u’. The directional-hemispherical
surface reflectivity under external illumination R ;(u) is then defined as follows:

Ry(u) = / BSDF(u,u)[u’ - n|d©Y = )~ R(u,u) (6)
u-u’<0

u-u’'<0

In the absence of absorption at the interface, conservation of energy then gives the directional-
hemispherical transmissivity from the surroundings into the material as 7;(u) = 1 — R;(u).

2.2. Analytical modeling of effective radiative properties

We present here a few analytical models commonly used to calculate the effective volume and
surface radiative properties (O, Kefr, Pefr, R(1, W')), alongside their hypotheses and limitations.

Recall that we chose to focus on materials composed of a weakly absorbing solid matrix and
heterogeneities (pores or particles) of comparable size to the wavelength. When the volume fraction
of heterogeneities is low, the matrix phase may be considered as the host medium for radiative
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II.1 A physical optics approach to predict the radiative properties of semi-transparent porous ceramics

transfer (e.g., [16]).

2.2.1. Volume absorption and scattering
The effective absorption coefficient k. includes contributions of absorption by the matrix and
the heterogeneities:
Keff = Keftm t Keff,p (7)

When the intrinsic absorptivity of the matrix is low, it can be assumed that absorption by
the matrix does not depend on the morphology and spatial distribution of the scattering hetero-
geneities [6]. The following relation, proposed by Dombrovsky and Baillis [5], Dombrovsky et al.
[6] for porous ceramics, may then be used to model absorption by the matrix:

4Tk,

" i ®)

Keft,m =

where k,, is the absorption index of the solid phase.

Likewise, when the matrix absorptivity is low, scattering and absorption by the heterogeneities
may be considered as occurring within an infinite transparent host medium of refractive index
n, [6]. Analytical solutions for scattering and absorption by small objects are available only for
isolated objects of simple geometry (e.g., Mie theory for spheres and cylinders [9]) in an infinite
matrix. As such, the effective absorption and scattering behavior of a cluster of pores or particles
(Kefrp and o in the present context) are often discussed in relation to the independent scattering
hypothesis [3, 13]. This hypothesis assumes that each pore or particle is sufficiently far away from
their closest neighbor such that it scatters and absorbs as if in isolation. As such, K.g, and 0. may
be computed as a sum of the contribution of individual heterogeneities.

For a material containing spherical pores/particles of equal radius a,, Kf, and oy under the
independent scattering hypothesis are then given as [36]:

Cabs,;zfp (9a)

Keff,p = abs,pNV =

CSC&,[lf[‘) (9b)

where Cys, and Cy, , are the absorption and scattering cross sections of a single sphere given by
Mie theory [9], and Ny is the number of spheres per unit volume. On the other hand, the effective
scattering phase function ¢.¢ is simply taken as that of a single sphere [13, 36].

Many past investigations [10, 11, 13, 37, 38] have sought to establish validity criteria of the
independent scattering hypothesis. Galy et al. [13] found that for equation (9b) to be valid, a
minimal distance between each sphere is required: 5\ for x, > 2, and 2\ for x, < 2, where
Xp = Kka, = 2ma,/\ is the Mie size parameter. Regarding the phase function, Mishchenko et al.
[37] showed that the scattering phase function of a cluster of spheres is practically never equal to that
of a single sphere, even at extremely low sphere fractions (f, << 1%), due to forward-scattering
interference and coherent backscattering [11] phenomena.
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I Modélisation des propriétés radiatives effectives du squelette et validation expérimentale

2.2.2. Surface reflectivity under external illumination

Specular reflection of light by smooth surfaces is well-described by Fresnel’s equations [25].
On the other hand, the scattering of light off a rough surface depends heavily on the sizes of surface
asperities as well as the characteristic distances between them [26-28]. When surface asperities
are large and far apart compared to the wavelength, the geometrical optics approximation may
be applied [27] while assuming Fresnel’s equations hold at every point on the surface, to model
the reflectivity of arbitrary surface profiles and eventually account for multiple reflection [39]. A
common simplification considers the effective reflection behavior of the surface as the sum of a
perfectly specular and a perfectly diffuse component [25, 31, 40]:

Rspec

Pspec

Rﬁ = Rspec + Rdiff = (10)

where pqyc. 1s the so-called “specularity parameter” introduced by [40], who performed an inverse
determination of this parameter based on measured reflectances and transmittances.

When the length scales of the surface asperities are of the same order as the wavelength, reflec-
tion should be considered within the electromagnetic scattering framework [28]. Purely physics-
based solutions have been developed for light at near-normal incidence on locally smooth surfaces
often assumed to follow a Gaussian height distribution and surface correlation function [28]; a
well-known example, the Beckmann-Kirchhoff model [26], gives a closed-form expression for
R of the same form as equation (10). While a number of phenomenological corrections have
been proposed in recent years to account for multiple scattering and shadowing [29], they still
depend on analytical Gaussian or exponential roughness descriptions. Such descriptions are not
necessarily suitable for the porous surfaces of interest in our study since pores are more accurately
modeled as random defects instead of Gaussian-like fluctuations, and alternative Mie scattering or
diffraction grating-based analytical models might be more appropriate instead [28]. Recently, Liu
et al. [31] established phenomenological relations for R4 and pye. of a rough nickel surface based
on numerical FDTD modeling on digitally generated surface samples.

Judging by the numerous physical and geometrical assumptions necessary in the existing ana-
lytical models, the development of physical-optics-based numerical methods to compute effective
volume and surface radiative properties of arbitrary microstructures is clearly of great interest. In
the next section, we propose two models based on the DDA to compute the effective volume radia-
tive properties (Oefr, Kefrs Qer) and the bidirectional surface reflectivity under external illumination
R(u, ) directly from the 3D microstructure and the refractive indexes of the constituent phases.

2.3. Physical optics computation of effective radiative properties with the discrete dipole approxi-
mation (DDA)

To take into account wave effects and dependent scattering, we propose a numerical approach
that uses the Discrete Dipole Approximation (DDA) to solve Maxwell’s equations on microstruc-
tural models of the heterogeneous material. The DDA calculates scattering and absorption of an
incident monochromatic plane wave by an irregular heterogeneous target by approximating it as a
finite array of point dipoles [19]. We first present the key governing equations of the DDA (sec-
tion 2.3.1), then describe our proposed model configurations to compute the volume and surface
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II.1 A physical optics approach to predict the radiative properties of semi-transparent porous ceramics

radiative properties (sections 2.3.2 and 2.3.3). We then end this section with an analysis on the
main sources of uncertainty in our proposed approach (section 2.3.4).

2.3.1. Governing equations

The DDA is based on the volume integral form of the macroscopic Maxwell’s equations
(interested readers may consult the abundant literature on its theoretical derivation [18, 19, 41, 42]).
Here, the formalism by Draine and Flatau [20] is used. We consider a dielectric target approximated
by an array of N small volume cells on a regular cubic grid with cell size d. It is assumed that
each cell j may be represented by a single dipole located at its center x;, with a complex refractive
index m; = n; + ix; assumed isotropic.The target dipole array is illuminated by a monochromatic
plane wave E;,. of wavelength A in the transparent ambient medium propagating in the direction
u, whose amplitude at x; is of the form:

Einc(x)) = Egexp(iku - X;) = Eie; (11)

where E, is a complex vector and K = 27/) is the angular wavenumber in the ambient medium.
Not that the time dependence of electromagnetic fields are implicit. Each dipole acquires a dipole
moment P; = P(x;) in response to the local electric field E; = E(x;):

where o; = «(x;, m;, K, d) is the polarizability matrix of the dipole, which we prescribe with the
Lattice Dispersion Relation [43] based on our sensitivity study in section 3. Note that as radiative
heat transfer usually considers unpolarized light, DDA computations are first obtained for two
orthogonal incident polarizations then averaged.

The local electric field E; is the sum of the incident field and the contribution from all the other
dipoles:

N
E =En;- > Ay-P (13)
k=1

where Aj = A(X;, X, K) is a 3 x 3 complex matrix describing the influence of the dipole k on the
local electric field E;. Expressions for Aj will be given in the next two subsections.
Combining equations (12) and (13) gives the governing equation of the DDA:

N
Epej= o' P+ > Ay-P (14)
k=1

This reduces the scattering problem to a linear system of 3N complex equations with P as the
unknown, as « is prescribed and E;,. and A are computed directly from the target configuration. We
solved for P iteratively using various complex conjugate gradient methods [44, 45] implemented
in the open-source code DDSCAT (version 7.3.3, published on 10 July 2019 [20, 46, 47], double
precision).

The next two subsections present the configurations used to compute the volume radiative
properties (O, Kefr, and ¢eg) and the bidirectional surface reflectivity under external illumination
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I Modélisation des propriétés radiatives effectives du squelette et validation expérimentale

R(u, u’) respectively.

2.3.2. Volume radiative properties

Inspired by the approach of Coquard and Baillis [36], we propose to calculate the effective
volume radiative properties (scattering coefficient o.g, absorption coefficient k.4, and scattering
phase function ¢.g) from by considering the interaction of light with a spherical volume element
of the material of diameter D, as illustrated in Figure 3. The spherical target, composed of the
matrix and pore/particle phases (with complex refractive indexes denoted m,, = n,, + ix,, and
m, = n,+ik, respectively), is illuminated by a monochromatic plane wave traveling in the direction
u in a non-absorbing surrounding medium for which we set the refractive index as nyyy, = n,y,.

lsea(U)

I:I Matrix

Ntk
Pore/Particle

M.

Ambient medium
namb = nm

Iinc(u)

—

Figure 3: Computation of effective volume radiative properties from a spherical volume element of the material.

While we aim to model the extinction of light by scattering and absorption within the target
volume, edge effects exist due to truncated pores/particles on the target boundary distorting the
scattering behavior, and the mismatch between m,, and n,,, causing spurious reflections off the
target boundary. To keep these edge effects to a minimum, we restrict our study to materials with
a weakly absorbing matrix phase (low x,,) having a significantly higher volume fraction than the
pore/particle phases, and use targets much larger than the size of the heterogeneities as well as the
wavelength of interest.

For every dipole j in the target volume, the matrix A describing the influence of the k-th dipole
on the local electric field is given by [20]:

Ajk = A,(Xk—Xj) (15)

The interaction matrix A’ is defined for a given distance vector r as:

05 if |r[=0
A/ r) = . : _1 16
(r) exp(l@r‘) {Kz (r_rz _ 13) + % (3_“2' — 13)} otherwise (16)
4megr| r| r| x|

where ¢, is the permittivity of free space, 0, is the n-dimensional zero matrix, and 1, is the
n-dimensional identity matrix.
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II.1 A physical optics approach to predict the radiative properties of semi-transparent porous ceramics

P is then solved using equation (14), and used to calculate the extinction, absorption and
scattering! cross sections C according to the relations proposed by Draine [41]:

£~
Cext = Z Im (Einc,j : P]) (17)
50|Einc| j=1
N
K —1 5y 2 =
R S (U TR R 05
5O‘Einc| j=1
Csca = Cext - Cabs (19)

where X denotes the complex conjugate of a complex quantity X.

In the far field, the scattered intensity /., of unpolarized light at a distance r from the target in
the u’ direction may be expressed as a function of the incident intensity ;,. using the first principal
element My, of the Mueller scattering matrix [9]:

_ My (w')

Isca(ra ll/) = Wlinc(u) (20)

where r is the distance from the target. Draine [41] computed M;;(u’) from u’ and P as follows:

2

6 N
My () = Wra))&w ,21: [P;—u' (v - P;)] exp (—iku' - x;) @1)
Under azimuthal symmetry, M, only depends on the angle # between u and u'.
The effective volume radiative properties are then calculated as follows [36]:
Cica
Ocft = C“/ (22)
Ketr = ﬁ;»e (23)
ber® = v 24)

where V is the total volume of the spherical target (including pores, if any).

2.3.3. Bidirectional surface reflectivity

We consider that only heterogeneities from an optically thin region close to micro-scale rough
surface contribute to macro-scale surface reflection. As such, we propose simulating a semi-infinite
layer of thickness h < 1/(0eg+ Kegr) by applying periodic boundary conditions to a cuboidal volume

! Alternatively, Cy., may be directly calculated from P by injecting equations (20) and (21) into the definition:
Ciealinc(u) = f e Tsca(rs u’)r? dY'. Due to the higher computational complexity, this definition is usually preferred only
when scattering is extremely weak and higher precision on Cg, is required [41].
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II Modélisation des propriétés radiatives effectives du squelette et validation expérimentale

element of the rough surface, illustrated in Figure 4a. The volume element is assumed aligned to
the reference frame {e;, e,, €3}, and its dimensions along the principal directions are denoted 4, L,,
and L; respectively.

Without absorbing substrate:

bdd
Xoow

With absorbing substrate:

.

'inc(u) Isca(ul)

Matrix
Ny +ik,

:

Pore/Particle
np+|1cp

Substrate
N ik

Ambient medium
Namb
| Periodic replicas
.

(a) Simulated configuration. (b) Role of the absorbing substrate.

Figure 4: Computation of the bidirectional interface reflectivity from a semi-infinite layer of the material atop an
absorbing substrate, via application of periodic boundary conditions to a cuboidal volume element of the material.

The top surface is illuminated by a monochromatic plane wave traveling in the u direction from
the ambient medium of refractive index n,,,. As the fraction of light entering the heterogeneous
layer and reaching the bottom surface should no longer contribute to reflection, we propose adding
an absorbing substrate to the bottom of the heterogeneous layer to remove this fraction of light.
With appropriately chosen substrate properties (refractive index ngp, thickness /gy, and absorption
index kg, see details in Appendix A), the interface between the top layer and the substrate becomes
practically non-reflecting everywhere, save for the few locations where pores/particles are present.
All light reaching the bottom surface of the top layer would then be transmitted into the substrate
and absorbed, as illustrated in Figure 4b for the case of a homogeneous top layer.

Periodic boundary conditions in the DDA, first introduced by Chaumet et al. [48], are formulated
by considering virtual replicas of the target volume in each direction where periodicity is enforced
(e, and e3 in the present case). For each dipole j, the 3 x 3 matrix Aj describing the influence of
the dipole k and all its replicas on the local electric field is written as [46]:

+00 +0o0

A=Y A —x))exp[iku - (vLre, + wLzes)] (25)

V=—00 wW=—00

with A" as defined in equation (16), and X;,,, = X; + vL,€, + wL;es. This infinite sum is numerically
approximated by Draine and Flatau [46] through the introduction of a term containing an interaction
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II.1 A physical optics approach to predict the radiative properties of semi-transparent porous ceramics

cut-off parameter v = 0.01 that suppresses the influence of dipoles far apart:

Ak~ S A (Xpw — X)) eXp [i&u  (vLoey + wLses) — (VKXo - xj|)“} (26)

W

The sum is performed over all v and w for which vk |x,,, — X;| < 2.

P is then solved using equation (14), and used to compute the Mueller matrix element M,
according to equation (21). Draine and Flatau [46] demonstrated that for a given incident direction
u, M, is defined only for directions u’ satisfying all of the following conditions:

u-u<0 (27a)

K(u' —u) Le =21/, VEL (27b)

K(u' —u) - Lies =270, w €Z (27¢)
(u’-e1)2= 1—(u’-e2)2—(u’-e3)2>0 (27d)

The bidirectional reflectivity R(u, u’) for unpolarized incident light is then calculated as fol-
lows [46]:
47T2M11(ll,)

KA (LaLs)’|u - eq|[u’ - e

R(u,u) = (28)
2.3.4. Uncertainty analysis

We identify and comment on the most important sources of uncertainty in the proposed
approach. The influence of the choice of model parameters on the accuracy of the results will be
assessed in the convergence and sensitivity studies in section 3.

Uncertainty relating to cell size. In the DDA, the target geometry is approximated by finite volume
cells each associated to a point dipole, leading to discretization errors as the quantities and fields
within each cell are assumed constant. Shape errors also arise from meshing non-cubic geometries
with a regular cubic mesh [49]. Both errors generally decrease with decreasing cell size d at higher
computational cost in terms of N [18, 20, 49]. Past studies usually consider the discretization
parameter y:

2T
y= !m!dA—O (29)

where \y = An,mp 1S the vacuum wavelength. Satisfactory results for the cross sections are generally
reported for y < 1 [20, 49], although y < 0.5 may be required if directional scattering quantities are
of interest [46].

In our present case, as we work with tomography-reconstructed microstructures, the input geom-
etry has already been discretized into cubic voxels during the image acquisition process. Performing
grid refinement by voxel subdivision (see illustration in Figure 5) thus reduces discretization errors
only while maintaining the shape constant, which should improve grid convergence behavior.

Uncertainty relating to polarizability model. The DDA requires prescription of a polarizabil-
ity model «, the choice of which remains an open question: while early work used the well-
known Clausius-Mosotti relation [19], many improvements have been proposed over the past few
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Original Initial Refinement
geometry discretization

shape errors ~ discretization errors ~
discretization errors »

Figure 5: Shape and discretization errors in tomography-reconstructed geometries: true geometry, initial voxelization,
and voxel refinement.

decades [42]. Performance of the different polarizabilities (in terms of grid convergence rate,
accuracy at a given discretization, computational speed, etc.) depend on target geometry and
refractive index [50] among other factors, and are usually assessed on a case-by-case basis with
test microstructures, as done in section 3.

Uncertainty relating to volume element size. For random microstructures, the volume element
should be large enough to minimize edge effects as well as ensure that the target microstructure and
radiative behavior are truly representative of those of the material. Edge effects are mainly caused
by truncated pores/particles on the target boundaries distorting the scattering behavior. Regarding
material representativity, computation of deterministic effective properties from a single so-called
representative volume element (RVE) is often prohibitive in random porous media due to the large
memory required; instead, a large number of computations on smaller volume elements may be
performed and used to deduce the statistical effective behavior of the material [51].

3. Validation on reference microstructures

In this section, we simulate the radiative characteristics of several reference microstructures to
study the influence of model parameters on the accuracy of our proposed models. The influence
of cell size d and volume element size V are assessed through grid and volume element size
convergence studies. For the polarizability &, we compared two prescriptions that we deemed the
most appropriate based on the review by Yurkin and Hoekstra [42]: the Lattice Dispersion Relation
(LDR) by Gutkowicz-Krusin and Draine [43] and the Filtered Coupled Dipole (FCD) prescription
by Piller and Martin [52].

Two reference microstructures of comparable composition and complexity to porous multiphase
ceramics are considered for each type of model:

1. Volume radiative properties modeling on isolated spherical volume elements;

 Scattering and absorption by a multilayered sphere with an absorbing matrix phase
(section 3.1.1);

* Scattering coefficient of a transparent solid containing random monodisperse non-
overlapping spherical pores (section 3.1.2);
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II.1 A physical optics approach to predict the radiative properties of semi-transparent porous ceramics

2. Reflectivity modeling using periodic boundary conditions on cuboidal volume elements;
* Reflectance of a periodic ordered opal structure (section 3.2.1);

* Specular interface reflectivity of a homogeneous semi-infinite surface (section 3.2.2).

3.1. Volume radiative properties modeling

3.1.1. Multilayered sphere with an absorbing matrix phase

We first consider the scattering and absorption behavior of a multilayered sphere for which
reference solutions can be obtained with Mie theory [9, 53]. Figure 6b illustrates the radii and
composition of the different layers, chosen such that the solid matrix phase m has a volume fraction
of f,, = 0.70, while the pore (1) and particle (2) phases have fractions f; ~ 0.18 and f, ~ 0.12
respectively. The complex refractive indexes m of the three phases at selected wavelengths are
given in Table 1. The refractive index of the ambient medium was set to n,y,, = n,, following the
configuration defined in section 2.3.2.

R=0.9 2.7 3.3 3.9 51pum

(a) Radii and composition. (b) Rough initial discretization with cell size dy = 300 nm.

Figure 6: Schema of the multilayered sphere. The matrix phase (m) is represented in gray, while the pore (1) and
particle (2) phases are represented in black and white respectively.

To study the influence of discretization errors at constant shape errors, we first applied a rough
initial discretization of dy = 300 nm to the multilayered sphere (see sectional view in Figure 6a),
then subdivided each voxel the number of times necessary to obtain different desired final cell
sizes. Three final cell sizes were studied in our grid convergence study: d = 75 nm, 60 nm, and
50 nm, corresponding to maximal discretization parameters y (see equation (29)) of 0.98, 0.78, and
0.65 respectively at A\ = 1 um. In addition, we also performed computations on a finely discretized
version of the multilayered sphere (dy = d = 50nm) to study the influence of shape errors when
the true geometry is known.

Figure 7 shows the reference scattering and absorption cross sections from Mie theory, and the
errors in the DDA results obtained on the roughly discretized sphere (dy = 300 nm) using different
polarizabilities and cell sizes. For vacuum wavelengths below 4 um, errors in the scattering
cross section are generally low, indicating a limited influence of shape errors. However, both the
polarizability and the cell size have a significant influence. The LDR is preferred as it generally
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Ao [um]  m,, = n, + Kl my=n; My =N+ Kol

1 1.645+6.880 x 1077i 1.000 2.079 + 1.428 x 10°%
2 1.632+1.239 x 10°% 1.000 2.068 + 1.208 x 1075
3 1.611+1.613 x 10°% 1.000 2.048 + 1.092 x 1074
4 1.578 + 1.201 x 107 1.000 2.020 +4.538 x 1075
5 1.534 +2.017 x 104 1.000 1.982 +7.110 x 107
6 1.473 +1.340 x 1073 1.000 1.933 +5.458 x 107#i
7 1.392 +6.907 x 1073 1.000 1.870 +2.489 x 1073
8 1.291 +2.259 x 1072 1.000 1.800 + 1.016 x 1072
9 1.161 +3.529 x 1072 1.000 1.707 + 6.246 x 1073
10 0.961 +5.397 x 1072 1.000 1.581 +8.728 x 1073

Table 1: Complex refractive indexes m for the matrix (m), pore (1) and particle (2) phases of the multilayered sphere
at selected vacuum wavelengths \g.

gives smaller errors than the FCD, with results insensitive to cell size. As for the absorption cross
section, the high relative errors on this wavelength range merely reflect the significant numerical
uncertainty due to the near-zero absorption, and are of little concern.

At vacuum wavelengths of 4 um and higher, the absorption cross section shows excellent
agreement with the Mie solution, while the scattering cross section differed by as high as 22%.
As the DDA results are essentially independent of polarizability and cell size on this wavelength
range, this error in the scattering cross section is mainly due to shape errors. Indeed, with the
finely discretized sphere (dy = d = 50 nm), the discrepancy in the scattering cross section becomes
lower than 5% on the whole wavelength range.

Similar conclusions can be drawn from Figure 8, in which the Mueller matrix element M,
at Ao = 2um obtained with the LDR on the roughly discretized sphere at different cell sizes
are compared to the Mie solution. The results appear insensitive to cell size, with an excellent
agreement in the forward scattering direction but with discrepancies elsewhere (especially in the
backward scattering direction) mainly due to shape errors. This is confirmed by simulations on
the finely discretized sphere, which gave greatly improved results everywhere save for a slight
underestimation at scattering angles close to 180°.

These results indicate that when the true geometry is known, shape errors arising from the rough
initial discretization have a non-negligible impact, especially on the scattering patterns. On the
other hand, when shape errors are negligible such as on the wavelength range of Ao = 1 um—4 pm
for the present case study, a discretization parameter of y < 0.98 is sufficient for grid convergence
when using the LDR polarizability model, while the FCD polarizability model does not provide
converged results even for finer discretizations.

3.1.2. Transparent solid with random spherical pores

We next simulate the volume radiative properties at Ao = 1 um of a transparent solid matrix
(n, = 1.718 = nymp) containing monodisperse non-overlapping spherical pores (n, = 1) of radius
a, = 0.9um, equivalent to a size parameter of x, = Ka, = 9.71. The base microstructure is
generated by successively adding spherical pores to random locations within a large cubic matrix
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Figure 7: Scattering (left) and absorption (right) cross sections of a multilayered sphere: reference Mie solution (thick
black lines) and errors in DDA results obtained on a roughly discretized sphere of initial cell size dy = 300 nm, using
the Lattice Dispersion Relation [43] (LDR, A) and Filtered Coupled Dipole [52] (FCD, o) polarizabilities. Results are
shown for three final cell sizes: d = 75 nm (dotted lines), d = 60 nm (dashed lines), and d = 50 nm (dash-dot lines).
For the scattering cross section, additional results obtained with a finer initial discretization of dy = d = 50 nm are also
given (x connected with thin lines).

without any overlaps until a porosity of f, = 0.08 is reached. The scattering coefficient of
the material is then computed from spherical subvolumes according to the method presented in
section 2.3.2. Due to memory constraints, it is generally prohibitive if not impossible to perform
DDA calculations on a single target large enough to be considered a RVE [51] while maintaining a
sufficiently fine discretization. Our goal here is to assess whether the effective scattering behavior
of the material may still be estimated from the statistical behavior of a large number of smaller,
non-representative volume elements, knowing that significant microstructural variability exists
between each of them.

We performed DDA computations on volume elements with diameters ranging from D =
6.6um to D = 13.5um using the LDR [43] polarizability prescription and a discretization of
d = 75nm (y = 0.81). For each target size, between 27 and 125 targets were sampled from the
base microstructure to assess the influence of microstructural variability on the results. As the
porosity of each target generally differs from the base microstructure porosity of f, = 0.08 due to
the non-representative volume element sizes, each target effectively represents a slightly different
base material. By considering the results of each target individually, we may observe how the DDA
predictions vary statistically in response to small changes in porosity about the nominal value.

DDA results in Figure 9 show, for a given target size, a quasi-linear relation between the
scattering coefficient of a target and its porosity. At a given porosity, the variation in scattering
coeflicient between targets of the same size decreases with increasing target size, and stabilizes
at £4.9% for targets with D = 10.2 ym and above. To judge convergence with respect to volume
element size, we compare the DDA results at the nominal porosity f, = 0.08 for different target sizes,
and find a mere variation of —4.4% between D = 10.2 um and D = 12 um, within the dispersion
due to microstructural variability. We therefore consider that convergence with respect to volume
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Figure 8: Mueller matrix element M|, of a multilayered sphere at a vacuum wavelength of Ay = 2 um: reference Mie
solution (thick black line) and DDA results obtained on a roughly discretized sphere of initial cell size dy = 300 nm
using the Lattice Dispersion Relation [43] (LDR, A) polarizability. Results are shown for three final cell sizes:
d = 75nm (dotted lines), d = 60 nm (dashed lines), and d = 50 nm (dash-dot lines). In addition, results obtained
with a finer initial discretization of dy = d = 50 nm are also given (* connected with thin lines). Note that the angle
0° corresponds to forward scattering and 180° to backward scattering, and that scattering patterns are plotted on a
logarithmic scale, both in the main graph and the inset.

element size is reached at D = 10.2 um.

Out of curiosity, we also compared the DDA results to the independent scattering solution
(equation (9b)), with the scattering cross section of a single pore given by Mie theory [9, 53]. Two
main sources of discrepancies between the present DDA results and the independent scattering
hypothesis are expected:

1. Occurrences of smaller non-spherical pores truncated by the target boundary, which are more
present in smaller targets. For the considered nominal porosity and wavelength, the total
scattering cross section increases when a larger number of pores that are slightly smaller
than the nominal pore size are present. As a result of these edge effects, DDA results for
smaller targets tend to predict a higher scattering coeflicient than the independent scattering
solution.

2. Occurrences of pores close together, which are more present in larger targets and in targets
with high porosity. These give rise to stronger dependent scattering effects such as shadowing
that tend to diminish the scattering contribution of some pores [11], giving a lower scattering
coefficient than the independent scattering solution.

Nevertheless, as the mean distance between pores [54] is large (about 7um =~ 12)), the con-
verged DDA results remain close to the independent scattering solution despite these sources of
discrepancies.
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Figure 9: Scattering coeflicient at A\ = 1 um as a function of porosity, computed from spherical targets containing a
transparent solid matrix with monodisperse non-overlapping spherical pores. Each point represents DDA results for
a single target of diameter D. The independent scattering solution (black line) is also given. An example target with
D = 10.2 ym is featured in the inset, with only the pores shown.

Our results indicate that the effective properties of a random material can indeed be estimated
to good accuracy from samples of sub-RVE sizes, on the condition that the volume elements are
sufficiently large to limit edge effects. Simulations over a large number of samples help gauge
convergence with respect to volume element size D, and provides an estimate of the uncertainty
due to microstructural variability. For example, in the present case study, convergence is reached
at D = 10.2um. The uncertainty in the scattering coeflicient at f, = 0.08 is estimated as £4.9%
based on simulations on 27 samples of the same size.

3.2. Reflectivity modeling

3.2.1. Periodic ordered opal structure

We next simulate the normal-hemispherical reflectance of a semi-infinite layer of the periodic
ordered opal structure previously studied by Liu et al. [30]. The cuboidal periodic unit cell is
composed of solid alumina spheres 1 um in diameter arranged in a hexagonal close packed lattice
(see Figure 10), and has a porosity of f, = 0.24. The surrounding medium as well as the pore phase
has refractive index n,m, = 1, = 1. Details on the geometry and solid phase complex refractive
index n,, are given by Liu et al. [30], whose work provides reference numerical results obtained with
the finite-domain-time-difference (FDTD) method. Note that unlike the FDTD which requires the
simulation of a 2 x 2 tessellation of unit cells for convergence [30], in the DDA, only one unit cell
needs to be simulated. The normal-directional reflectance is first computed from the polarization
field P through equation (28), then used to calculate the normal-hemispherical reflectance via
equation (6).

CONFIDENTIEL 65

Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2020LY SEI122/these.pdf
© [Z K. Low], [2020], INSA Lyon, tous droits réservés



I Modélisation des propriétés radiatives effectives du squelette et validation expérimentale

We first performed a grid convergence study by applying different levels of initial discretization
without further refinement (d = d,), which means that both shape and discretization errors decrease
with decreasing cell size. In addition, we also compared two polarizability prescriptions (LDR [43]
and FCD [52]) to assess their influence. Results for selected wavelengths are plotted as a function
of discretization parameter y in Figure 10a. We observe a smooth grid convergence behavior for
wavelengths of Ay = 1.5 um and above, while for shorter wavelengths, a much higher sensitivity
to cell size and polarizability is observed. A low discretization parameter y of between 0.15 and
0.09 depending on wavelength is required for grid convergence, of the same order as grid sizes
used by Liu et al. [30] for their FDTD simulations on this microstructure. Note that this is much
stricter than the y < 0.5 criterion that Draine and Flatau [46] found sufficient for DDA simulation
on homogeneous thin slabs. Converged results for both the LDR and FCD polarizabilities are
practically identical.

We also compared results obtained with d = 12.5nm (which gives y < 0.18, maximal at
Ao = 0.76 um) to reference results by Liu et al. [30] in Figure 10b. Excellent agreement in the
results is found, especially on the wavelength range \y > 1.5 um. This threshold of Ay = 1.5 um
corresponds in fact to the limit between the long-wavelength response of this structure where the
reflectance varies smoothly with wavelength, and the short-wavelength response where sharp peaks
and dips in the reflectance arise from resonance effects from the highly ordered microstructure.
Shape errors due to discretization can have a large impact on the short-wavelength response, which
explains the slow grid convergence for Ay < 1.5 um, as well as the discrepancies at certain resonance
peaks between our results and the reference.

To conclude, the DDA gives accurate results for the reflectance of the ordered opal structure
with a discretization of y ~ (.15 for most wavelengths, although a much finer grid (y < 0.09) may
be needed for grid convergence at short wavelengths due to resonance effects. It should be noted
however that the extreme sensitivity to shape errors is mainly due to the high geometric regularity
in addition to the spherical contours in the present microstructure, and should be less of a problem
when performing simulations on tomography-reconstructed random porous ceramics.

3.2.2. Homogeneous semi-infinite surface

Our final case study aims to assess the accuracy of the surface reflectivity computed according
to the method proposed in section 2.3.3, which involves simulating a semi-infinite layer of the
material illuminated from above with non-reflecting boundary conditions for light transmitted into
the material that reaches the bottom surface. The non-reflecting boundary conditions are simulated
by adding an absorbing substrate with properties chosen according to Appendix A.

We consider the limiting case where the top layer is a smooth homogeneous slab of refractive
index n,, + ik, without any pores or particles. The model should then predict the interface
reflectivity given by Fresnel’s equations [25, 55]:

(nm - namb)2 + H;zn

Ri(w) = R(w) = (30)

(nm + namb)z + ’fi

For a top layer with n,, = 1.718, k,, = 0, and n,y, = 1, the absorbing substrate properties
are chosen as ngy, = n,, Ky = 0.09, and Ay, = 2.1 um (see Appendix A). Results for our grid
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Figure 10: Spectral normal-hemispherical reflectance of an ordered opal structure [30] simulated with the DDA with
the Lattice Dispersion Relation [43] (LDR, A) and Filtered Coupled Dipole [52] (FCD, o) polarizability prescriptions.
Converged results obtained with d = 12.5nm are compared to reference results by Liu et al. [30] (%), with the
corresponding periodic unit cell illustrated in the inset.
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convergence study for different top layer thicknesses 4 and with the LDR [43] and FCD [52]
polarizabilities are shown in Figure 11. We observe that for different values of 4, the simulated
normal-normal reflectivity converges to different values at about +2.5% of the normal-normal
reflectivity. This is because the proposed implementation of non-reflecting boundary conditions at
the bottom surface of the top layer only reduces the boundary reflectivity to an extremely low but
non-zero value (see Figure A.17b). Interference effects due to the residual reflections thus cause
extremely small oscillations about the target reflectivity.
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Figure 11: Normal-normal reflectivity of a homogeneous semi-infinite surface simulated from a thin layer of thickness
h atop an absorbing substrate: DDA grid convergence results for different # and polarizability prescriptions (Lattice
Dispersion Relation, LDR [43] and Filtered Coupled Dipole, FCD [52]), compared to the target reflectivity from
Fresnel’s equations [25] with a £5% error band.

The variation of reflectivity with the discretization parameter y is well-described by a second-
order polynomial as observed by Yurkin et al. [49], thanks to the absence of shape errors, with the
FCD giving higher errors at equal cell sizes comapred to the LCD, as well as being more sensitive
to cell size. While grid convergence is only reached for cell sizes d < 15nm (corresponding
to y < 0.16, as was observed for the ordered opal structure in section 3.2.1), using the LDR
polarizability with a discretization of y < 0.4 is sufficient to ensure results within 5% of the target
value, regardless of the top layer thickness /.

3.3. Summary of validation studies
Through convergence and sensitivity studies in this section on reference geometries, we were
able to confirm the ability of our proposed models to obtain model-parameter-independent results
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II.1 A physical optics approach to predict the radiative properties of semi-transparent porous ceramics

for the volume radiative properties and surface reflectivity, as well as estimate the error arising
from the choice of model parameters: polarizability «, cell size d, and volume element size V.
Key takeaways are summarized below:

* The influence of shape errors is shown to be non-negligible when simulating non-cubic
shapes. As our model is intended for tomography-reconstructed microstructures, the actual
geometry would already have been discretized during the imaging process. Assuming a
sufficiently fine resolution has been used to obtain the input microstructure, we focus on
choosing a level of grid refinement that gives a low enough discretization parameter y
(defined in equation (29)) to keep discretization errors within 5%, while keeping the input
shape constant (see discussion in section 2.3.4).

* For the considered geometries and refractive indexes, when the discretization is sufficiently
fine such that the results are close to their grid-independent values, we found that the Lattice
Dispersion Relation (LDR [43]) gave equal or more accurate results than the Filtered Coupled
Dipole (FCD [52]) polarizability prescription at equal cell size. We also observed generally
shorter computational times with the LDR. It must be noted that these observations are only
valid for the considered refractive indexes, which are close to 1; Yurkin et al. [50] showed
that the FCD outperforms the LDR at extremely high refractive indexes.

» Complete grid independence requires an extremely fine discretization (e.g. y < 0.09 for the
ordered opal structure in section 3.2.1). At this discretization, results obtained with the LDR
and FCD are practically identical. However, this level of discretization is impractical as it
severely limits the volume element sizes that can be simulated.

* When shape errors are absent or negligible in the reference microstructures studied, using
the LDR polarizability, an accuracy of within 5% of the reference solutions is achieved using
a discretization of y < 1 for the computation of volume radiative properties, and y < 0.4 for
the computation of interface reflectivity.

* For random materials, direct simulation on large representative volume elements (RVEs)
is usually prohibitive due to memory limitations. Nevertheless, our results suggest that
convergence of the statistical radiative properties with volume element sizes may still be
reached at sub-RVE sizes. Convergence as well as the uncertainty due to microstructural
variability may be evaluated by performing DDA computations on a large number of volume
elements.

4. Application to a porous alumina ceramic

In this section, we apply the models proposed in section 2 to compute the effective radiative
properties of a tomography-reconstructed porous a-alumina ceramic for selected wavelengths
between \g = 1 um and Ay = 7um. The material and its microstructure are first described in
section 4.1. The choice of modeling parameters and procedure is then described in section 4.2,
and results are discussed in section 4.3.
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4.1. Material and microstructure

The studied material is a high-purity porous sintered alumina ceramic, composed of 99% a-
alumina by mass. Grain boundary effects in the polycrystalline alumina phase may be neglected
thanks to its high purity and large grain sizes: the volume median diameter of 2.9 um before
sintering, larger than the threshold of \y/10 below which grain boundary scattering is generally
observed [56]. As such, the solid matrix, denoted with the subscript m, is assumed here to
be isotropic and homogeneous. The refractive index n,, and absorption index &,, are therefore
calculated via the averaging relation proposed by Pajdzik and Glazer [57] from room-temperature
birefringent optical data measured on alumina monocrystals [58]. Table 2 lists n,, and &, for
selected wavelengths )y between 1 ym and 7 um.

/\O [“m] Ny, Rm

1.0 1.718 1.362 x 107
1.5 1.712  8.119 x 1072
2.0 1.704 7.223 x 1074
3.0 1.680 4.251 x 107
4.0 1.644 3.434 x 107
5.0 1.594 2.775 x 107
6.0 1.527 2.375 x 107
7.0 1.435 1.942 x 1073

Table 2: Refractive index n,, and absorption index &, of the polycrystalline alumina matrix at 295K at selected
vacuum wavelengths Ag.

The pore phase, denoted with the subscript p, is composed of air, thus n, = 1 and «, = 0 at all
wavelengths.

X-ray tomography (RX Solutions EasyTom Nano) was performed on a small ceramic sample
at the MATEIS laboratory (Villeurbanne, France), followed by image processing with the Fiji
software [59] to obtain a 3D binary reconstruction of a 60 um X 60 um x 60 pum volume of the
material, shown in Figure 12. The resolution of the image is 0.3 um per voxel. The porosity
of the ceramic is f, = 0.12, determined from the volume fraction of the void phase voxels. The
characteristic pore size was estimated to voxel precision through the pore phase mean chord
length [54] as ((¢,)) = 1.8 um. Note that in the case of non-overlapping spherical pores of uniform
radius a,, Dirac’s formula gives a, = 0.75((¢,)) [60].

The low values of «,, and f, in the studied porous ceramic agree with the hypotheses behind
our proposed approach in section 2.3. The material data in Table 2 and the image in Figure 12
was used as input data for the modeling procedure described in the next section. The tomography-
reconstructed microstructure is converted into a dipole array by placing one dipole at the center of
each voxel, eventually after one or more voxel subdivisions (see Figure 5) to ensure a sufficiently
fine discretization.
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II.1 A physical optics approach to predict the radiative properties of semi-transparent porous ceramics

Figure 12: Tomography-reconstructed porous alumina ceramic with physical dimensions of 60 pm x 60 pm x 60 pm
and a resolution of 0.3 um per voxel. The alumina phase is in white while the voids are the air-filled pores.

4.2. Modeling procedure

4.2.1. Volume radiative properties

We compute the volume radiative properties for the wavelengths listed in Table 2 according
to the method described in section 2.3.2. For wavelengths greater than 4 um, the initial cell size
dy = 300nm is sufficient to ensure a discretization parameter y below 0.81, where results are
essentially independent of grid size. For smaller wavelengths, voxel subdivision was performed to
obtain a final cell size of d = 75nm for Ay < 2um and d = 150nm for 2pym < Ay < 4um. The
uncertainty in the results due to choice of model parameters is estimated in section 3 to be lower
than 5%.

Non-overlapping spherical volume elements of equal diameter D are then sampled from the
reconstructed microstructure, with the number of volume elements ranging from 1 to 125 depending
on D. The porosity f, and mean pore phase chord length ((¢,)) [54] of each volume element are
also computed. As discussed in section 3.1.2, each volume element effectively represents a slightly
different material since these microstructural parameters vary from one volume element to another.
To ensure that numerical results are independent of volume element size D, we performed size
convergence studies with D > ((¢,,)) and D > A, while being capped at D < 200d based on available
computational resources (N ~ 4.2 million dipoles requiring approximately 16GB of memory and
up to 20 CPU hours of iterative resolution).

Converged results are used to extract microstructure-property relations, which are then com-
pared to analytical relations presented in section 2.2. In particular, the independent scattering
hypothesis (equation (9b)) is applied by treating the tortuous pores within each volume element as
if they were a equal-volume cluster of independently scattering spherical pores, of uniform radius
a, calculated from the mean chord length via Dirac’s formula [60]: a, = 0.75(((,)).
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4.2.2. Surface reflectivity

The surface of the sintered porous alumina contains asperities, grain boundaries, surface pores,
and eventually subsurface pores that may contribute to non-specular surface scattering (reflection
and refraction). Guévelou et al. [24] considered the Gaussian roughness parameters of dense
ceramic surfaces composed of micron-sized grains, and concluded that scattering is specular on
wavelengths from 0.4um to 20um. Applying this conclusion to the present case, we model
our porous alumina surface as optically smooth everywhere except where pores are present, and
simply extract non-overlapping slabs of dimensions # x L x L at random from the reconstructed
microstructure to simulate the surface layer. The low porosity in our ceramic means that large zones
on the surface (of area fraction ~ 1 —f,) would scatter specularly. However, some interference and
diffraction effects from the surface and subsurface pores as well as Mie-type resonant effects at
wavelengths close to the characteristic pore size ((¢,)) = 1.8 um [28, 29] would lead to deviations
from the geometrical optics approximation.

We wish to quantify the potential deviations between the physical optics solution and the
prediction of several simplified analytical models based on the geometrical optics approximation,
for an incidence configuration in which wave effects would be significant in the present porous
ceramic. As such, we applied our method (presented in section 2.3.3) to study the case of normally
incident light with A = Ao = 2 um. Voxel refinement was performed to give a cell size of d = 60 nm
corresponding to y = 0.321. The substrate parameters were chosen as hg,, = 4.2 um and kg, = 0.09
following the method in Appendix A. With these model parameters, the uncertainty in the simulated
reflectivity is estimated at 8.6% through the approach employed in section 3.2.2. Numerical results
were then compared to three geometrical-optics-based analytical models, explained further in
section 4.3.

4.3. Results and discussion

4.3.1. Effective absorption coefficient

Figure 13 shows the effective absorption coefficient k.4 computed with the DDA for wavelengths
Ao = 6 um and 7 um. Results for volume elements of different diameters D are compared, with the
number of non-overlapping samples ranging from 64 at the smallest diameter to 1 for D > 30 um.
As absorption in the present material happens only in the alumina matrix (Keg = Kefm), We also
compare the results to equation (8) initially proposed by Dombrovsky et al. [6].

For )y = 6um at which x,, = 2.375 x 10, an excellent agreement between the numerical
DDA results and the model of Dombrovsky et al. [6] is observed regardless of the volume element
size D, with a root-mean-squared (RMS) deviation between the analytical and numerical results of
4.5% at D = 15 um (64 samples) and 1.8% at D = 30 um (8 samples). Equally good results were
also observed for smaller wavelengths at which «,, are several orders of magnitude lower; they are
not represented in Figure 13 to preserve legibility.

On the other hand, for \y = 7um at which x,, = 1.942 x 107, the analytical model very
slightly overestimates K.g. This is because scattering by heterogeneities modify the path lengths
traveled by light in the matrix and thus the amount of light absorbed, which is neglected by the
model of Dombrovsky et al. [6] leading to deviations at high enough matrix absorptivities. These
deviations remain very small in the present material and wavelength, with a RMS value of 5.0%
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Figure 13: Effective absorption coeflicient as a function of porosity computed with the DDA on volume elements of
different diameters D (shown as different symbols) for wavelengths Ao = 6 um and 7 um, compared to the analytical
relation for matrix absorption proposed by Dombrovsky et al. [6] (equation (8), thick lines).

over 8 samples of D = 30 um and 6.9% for the single D = 60 um sample. We thus consider the use
of the model of Dombrovsky et al. [6] justified for the considered wavelengths.

While wavelengths greater than \g = 7 um are beyond the scope of this study, we note that the
accuracy of this analytical model is expected to further degrade on this range, since the absorptivity
of alumina increases while approaching the Christiansen wavelength (=~ 10 um) at which it exhibits
blackbody-like behavior [58].

4.3.2. Effective scattering coefficient and phase function

Figure 14 shows, on the left, the variation of effective scattering coeflicient o.¢ with porosity
computed with the DDA on volume elements of different sizes D, and on the right, the scattering
phase function ¢4 for different values of D averaged over volume elements of porosity f, =
0.12 4+ 0.01. Results at wavelengths Ay = 2um and Ay = 7um are given. The number of
non-overlapping samples ranging from 125 at the smallest diameter to 1 for D > 30um. The
independent scattering solution for monodisperse spherical pores is also given for different pore
radii: the nominal value a, = 0.75((¢,)) = 1.38 um estimated from the pore mean chord length [60],
and a, = 1.6 um and g, = 1.15um reflecting the uncertainty of +=17% in the determined mean
chord length.

For the scattering coefficient o.g, results suggest that despite the huge simplifications to pore
morphology in the proposed independent scattering solution, good results may be obtained for
extremely low porosities (f, < 0.05). However, deviations appear at higher values of f, due to
dependent scattering. In addition, volume element size dependence appears to be significant,
without convergence even for the largest volume element sizes. This is likely due to forward-
scattering interference effects [11, 12, 38] and can be seen from sharp lobe in the scattering phase

CONFIDENTIEL 73

Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2020LY SEI122/these.pdf
© [Z K. Low], [2020], INSA Lyon, tous droits réservés



II Modélisation des propriétés radiatives effectives du squelette et validation expérimentale

functions ¢4 for scattering angles close to 0°. This arises from constructive interference of coherent
wavelets scattered in the forward direction when observed in the far field, and thus becomes more
pronounced with increasing volume element sizes due to the higher number of scattered wavelets.
For other scattering directions, the allure of ¢4 appears similar to that predicted by independent
scattering theory, except they are several orders of magnitude lower due to the extremely high
forward-scattering lobe.
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Figure 14: Left: Effective scattering coefficient as a function of porosity computed with the DDA on volume elements
of different diameters D (shown as different symbols) for wavelengths \y = 2 um (top) and 7 um (bottom). Right:
Scattering phase function ¢.g, averaged over volume elements of porosity f, = 0.12 £ 0.01 and normalized such that
be(0) = 1, for different volume element sizes. DDA results are compared to the independent scattering model applied
to clusters of spherical pores of uniform radii a, (equation (9b)). The influence of a slight variation about the nominal
a, = 1.38 um is shown (thick lines vs. dotted lines).

In radiative transfer theory, as the forward-scattered intensity may simply be treated as un-
scattered radiation [12, 16], we invoke the transport approximation, which models a material with
scattering coeflicient o.¢ and anisotropic phase function ¢.¢ as a material of transport scattering
coefficient o, and an isotropic phase function [61]. Physically, this approximation considers that
in an anisotropically scattering material, light “forgets” its initial direction after several consecutive
scattering events spanning a characteristic distance of 1/0,.. The transport scattering coefficient
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0, is calculated as:

Oy = Geff(l - gsca)

where g, is the asymmetry parameter defined below:

8sca =

Gei(0) cos 0 dSY

47

€2y

(32)

Values for gy, thus range from -1 for complete backscattering behavior, to +1 for complete
forward-scattering. Notably, in the perfectly forward-scattering limit (gs., — 1), scattering under

the transport approximation vanishes: o, — 0.

Figure 15 shows the values of o,, for all the considered wavelengths obtained on some of the
largest volume element sizes. We observe significantly better convergence with increasing volume
element size D, in that results for larger values of D generally fall within the dispersion observed for
smaller values of D. This supports our hypothesis that the poor convergence with respect to volume
element size observed in o4 1S mainly due to the constructive interference of forward-scattered
radiation. Rather surprisingly, the independent scattering solution for o, describes the DDA result
fairly well at wavelengths of Ay < 1.5 um, while at larger wavelengths it still fails beyond f,, > 0.05.
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Figure 15: Effective transport scattering coefficient as a function of porosity computed with the DDA on volume
elements of different diameters D (shown as different symbols) for wavelengths Ay between 1 um and 7 um. Converged
results are fitted with a second-order polynomial function (thick dash-dotted lines), and compared to the independent
scattering model applied to clusters of spherical pores of uniform radii a, (equation (9b)). The influence of a slight
variation about the nominal @, = 1.38 um is shown (thick continuous lines vs. thin dotted lines).

Our results suggest that for the considered porosities, 0, may be described fairly well by the
second-order polynomial function below:

0irlfpr 2o) = PN, + PNy

(33)
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Equation (33) satisfies the condition o, = 0 at f, = 0. Values of p; and p, for the considered
wavelengths are given in Table 3. The confidence interval of the proposed correlations, determined
from their RMS deviation with respect to the DDA results, reflects the variations in pore shapes
and sizes at constant porosity, and ranges from 20.8% at Ay = 1 um to 9.8% at Ao = 5 um.

Ao [um]  p, [m] p [m] D[um] N  fomx RMS deviation [%]
1.0 -7.9752 x 10° 4.1620 x 10° 12.0 125 0.31 20.8

1.5 -5.6131 x 10° 3.2047 x 10° 12.0 125 0.31 17.6

2.0 —6.9006 x 10° 2.8421 x 10° 19.8 27 020 12.0

3.0 -5.5285 x 10° 2.4132 x 10° 19.8 27 020 12.1

4.0 -4.3028 x 10° 2.0015 x 10° 19.8 27 020 13.1

5.0 -5.1739 x 10° 1.8200 x 10° 24.0 8 0.17 9.8

6.0 —4.0644 x 10° 1.3940 x 10° 24.0 8 0.17 12.5

7.0 -1.7899 x 10° 7.6655 x 10* 24.0 8 0.17 10.9

Table 3: Coefficients of second-order polynomial correlations describing the transport scattering coefficient o, as
a function of porosity f, (see equation 33), extracted from DDA computations on N spherical volume elements of
diameter D. The correlations are obtained on the domain 0 < f,, < f, max- The root-mean-squared (RMS) difference
between the numerical results and the proposed correlations are also given.

4.3.3. Surface reflectivity

As mentioned in section 4.2.2, while the geometrical optics approximation should be appropri-
ate for the considered wavelengths following the criterion of [27], Mie-type resonances may cause
deviations at wavelengths close to the pore sizes. DDA computations are therefore performed for
light of wavelength \g = 2 um at normal incidence and compared to several analytical models
based on the geometric optics approximation.

In Figure 16, DDA results for the normal-normal (Rp..) and normal-hemispherical (R;)
reflectivity obtained for volume elements of different dimensions are shown. The symbols o,
A, and [J represent volume elements of width L = 5.1 ym and thicknesses 4 = 0.9 um, 1.5 pm,
and 2.1 um respectively, while ¢ represent volume elements of L = 6.3 um and & = 1.5um. As
the volume element sizes are much smaller than those used for the volume radiative properties
simulations, the large dispersion in results is a natural consequence of the higher microstructural
variability. In particular, sharp peaks are observed at porosities f, > 0.2 especially for the two
smallest volume elements, which is likely due to edge effects: in particular, the periodic boundary
conditions artificially introduce spatial microstructural correlations of length scale L, potentially
leading to spurious resonance effects if L is too small.

The results for both Rpec and R ath = 1.5pum and 4 = 2.1 ym (for L = 5.1 um) are statistically
similar, which suggests that subsurface pores at depths beyond 1.5 um have little effect on the
reflectivity. On the other hand, when comparing results for different L at 4 = 1.5 um, the results
for Rpec appear unaffected while the values for R, at L = 6.3 um tends to be on the low end of the
predictions obtained with L = 5.1 um, suggesting that L = 5.1 um leads to a slight overestimation
of the diffuse component of the reflected light.
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Figure 16: Normal-normal (Rpec) and normal-hemispherical (Rj) reflectivity for A = A\g = 2 um as a function of
porosity. DDA results obtained on volume elements of various thickness 4 and width L (symbols) are compared to
analytical models based on the geometrical optics approximation (lines).

DDA results in Figure 16 are also compared to three geometrical-optics-based analytical models
presented below, with the specular reflectivity obtained from Fresnel’s equations [25] using the
solid phase complex refractive index m,, = n,, + ix,, denoted as R;:

“Model A” assumes perfectly smooth surfaces due to the relatively large distances between surface
pores and small pore sizes, giving perfectly specular reflection everywhere according to

Fresnel’s equations:
Rﬁ = 7—\)fspec = Rpr (34)

This assumption has commonly been used in past work on radiative transfer in low porosity
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media [2, 14, 15, 17, 24, 62].

“Model B” assumes an infinitesimally thin surface layer, smooth everywhere save where pores are
present. As diffraction is neglected, only rays encountering the solid phase at the surface are
reflected in the specular direction according to Fresnel’s equations, while rays encountering
surface pores are fully transmitted into the volume. The reflection is therefore also perfectly
specular, and is proportional to the solid phase volume fraction f,,,:

Ri= Rspec =meFr (35)

“Model C” assumes a smooth solid surface with pores modeled as locally smooth cavities, which
produces diffuse reflection where pores are present on the surface, and specular reflection
elsewhere. Diffuse reflection is assumed isotropic and modeled by the incident-cosine-
weighted average reflectivity [61, 63]. This gives the following expression for R :

Ri = Rpec + Rt = fn R + 1, 2R (u)[u’ - n| dQY (36)
p P

u’-n<0
where n is the normal vector pointing outwards from the surface.

For the normal-normal reflectivity (Rgpec), a clear decreasing trend with porosity is observed in
Figure 16, which renders Model A inapplicable. On the other hand, for the normal-hemispherical
reflectivity ('R4), Model B appears to correspond to the statistical lower bound of the DDA results,
which is a consequence of neglecting the effect of subsurface structure and diffraction. These
observations are supported by the RMS deviations between each model and the DDA results
obtained on different volume element sizes, listed in Table 4. Overall, Model C gives satisfactory
agreement with the DDA results, with a dispersion of 19%—-27% on Rp.. and 17.7%—-22.6% on
‘R4 due to microstructural variability as well as wave effects that are neglected in the geometrical-
optics-based model.

Number h L RMS deviation in Rpec [To] RMS deviation in R [%0]
of samples [um] [um] Model A Models Band C Model A Model B Model C

172 o 09 51 2321 19.96 12.07 93.13 17.74
136 A 1.5 51 36.04 27.00 18.98 92.75 17.83
9 O 21 51 3174 26.16 18.14 93.24 22.61
62 o 1.5 63 3771 26.68 14.40 93.51 22.58

Table 4: Root-mean-squared (RMS) deviations between the normal-normal (Rgpec) and normal-hemispherical (R )
reflectivity at A\p = 2 um computed with the DDA on volume elements of different thicknesses 4 and widths L, and
predictions of three analytical models based on the geometrical optics approximation.

5. Conclusion

We proposed a numerical approach based on the discrete dipole approximation (DDA) to
predict the effective radiative properties of porous ceramics composed of a weakly absorbing solid
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matrix containing low volume fractions of small pores or particles. The 3D microstructure and
the complex refractive index of each phase were used as input. Validation studies on reference
microstructures were performed to determine the optimal model parameters that reproduce known
solutions to an accuracy within 5%.

We then applied our models to compute the volume and surface radiative properties of a
tomography-reconstructed porous alumina ceramic with a nominal porosity of 12% and a mean
pore size of 1.8 um. Computations on a large number of small volume elements provided statistics
of effective properties for small variations about the nominal microstructural parameters, which
were used to validate and/or extract analytical microstructure-property relations. The uncertainty
was also estimated via the root-mean-squared (RMS) deviation between all the DDA results and
the analytical relations.

Simulations of volume scattering and absorption confirmed the applicability of the absorption
coeflicient kg predicted using the analytical model by Dombrovsky et al. [6] for the considered
wavelengths, with only a slight overestimation of 6.7% at Ao = 7pum by the analytical model
due to the high matrix absorption index (k,, = 1.942 x 107). On the other hand, the simulated
scattering coefficient o.¢ and phase function ¢.g converges poorly with volume element size due to
strong forward-scattering interference effects. We show that by considering the transport scattering
coeflicient 0, = 0eg(1 — gsca) instead, results converge much better with increasing volume element
size. The independent scattering solution computed from the mean pore chord length agrees well
with simulated data for porosities below 5%. For larger porosities up to 20%, the variation of o,
can be described with a second-order polynomial function of the porosity, with a variation of up to
20.8% due to the high microstructural variability in the studied material.

The surface reflectivity of the porous alumina for 2 um wavelength radiation at normal incidence
was also modeled and used to assess the suitability of several geometrical-optics-based analytical
models. By considering rays incident on the solid phase to be reflected specularly according to
Fresnel’s equations and rays incident on the pore phase to be diffusely reflected with the reflectivity
given by Siegel and Spuckler [63], an agreement with simulated data to within 22.6% for the
normal-hemispherical reflectivity R; and 27.0% for the specular component R is achieved.
Note that the high uncertainty in 0;,, R4 and R, estimated through the RMS deviation between
all the DDA points and the analytical relations, is mainly due to microstructural variation.

Our proposed numerical method provides a powerful way to directly predict the effective vol-
ume and surface radiative properties of arbitrary microstructures while accounting for dependent
scattering between heterogeneities that are small and close to each other compared to the wave-
length. This paves the way for more accurate radiative transfer modeling at larger scales. Due to
the small volume element sizes involved, special attention must be paid to verify the convergence
of the results with respect to the volume element size, and to account for the potentially high
microstructural variability. In the next part of our study presented in a companion paper [33], the
predicted effective radiative properties of the studied porous ceramic are applied to the simula-
tion of the reflectance, transmittance and emittance of thin slabs of the same material, which we
then validate with spectroscopic measurements. The influence of the uncertainty in the effective
radiative properties on the simulated quantities is also quantified through a sensitivity study.
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Appendix A. Non-reflecting boundary conditions on semi-infinite layers using an absorbing
substrate

The bidirectional surface reflectivity model proposed in section 2.3.3 considers reflection from
a semi-infinite layer of the heterogeneous material (with a dominant matrix phase of complex
refractive index m,, = n,, + ix,,) illuminated from the top. Non-reflecting boundary conditions
are applied to the bottom surface by the addition of an absorbing substrate of thickness Ay, and
refractive index mgy, = ngy, + ikswp. Lhis appendix explains how the amount of light reflected off
the boundary between the top layer and the substrate depends on the substrate properties, and how
an appropriate choice of said properties can be made to minimize this reflection.

Interface reflection [25], labeled as @ in Figure A.17a, occurs due to the mismatch in refractive
indexes on both sides of the interface. To minimize the mismatch between the top layer and the
substrate, we set ng,, = 1, and limit the absorption index kg, of the substrate to small values (less
than 0.1 [64]).

Some of the light entering the substrate may experience one or multiple reflections off the
bottom surface of the substrate in contact with the ambient medium before traveling back to the
top layer. This source of reflection is labeled as @ in Figure A.17a. For a given kg, the substrate
thickness Ay, should thus be as large as possible to maximize absorption, with memory constraints
limiting the number of dipoles and thus the thickness that can be simulated.

This undesired reflection at the boundary between the top layer and the substrate may be
estimated from the reflectance of a semi-infinite substrate of refractive index my,, and thickness
hq, placed between an infinite upper layer of refractive index m,, and an infinite bottom layer
of refractive index n,,, and illuminated from above (same configuration as in Figure A.17a).
Analytical solvers of Maxwell’s equations for multi-layered systems, such as the Python “Transfer
Matrix Method” package [55], can be used to simulate such a configuration. Figure A.17b plots the
normal boundary reflectivity at Ay = 1 um as a function of absorption index ky,, for three different
substrate thicknesses hgy,, with n,, = 1.718 = ngy, K, = 0 and n,,, = 1. For a given thickness,
we see that the boundary reflectivity initially decreases with increasing absorption index as the
reflection from source @ diminishes, but then reaches a minimum and increases as the reflection
from source ® becomes more significant. Furthermore, the results suggest that there exists a
single combination of kg, and Ay, that minimizes the boundary reflectivity, which corresponds to
Ksub = 0.09 and hgy, = 2.1 um among the investigated combinations.
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Np+iK,

P
Bottom /
boundary /

Normal-normal boundary reflectivity

0.04 0.06 0.08 01 012 014 0.16 0.18 0.2

Substrate absorption index s,

(b) Boundary reflectivity for different substrate parameters.

Figure A.17: Simulation of non-reflecting boundary conditions by the addition of an absorbing substrate: the substrate
properties determine the amount of reflection at the boundary between the top layer and the substrate.

A limitation to this method lies in the fact that the optimal combination of substrate parameters
varies with incidence angle. In simulations involving heterogeneous materials, light arrives at
the bottom surface of the top layer at a wide range of incidence angles that is difficult to know
beforehand. Simplifying assumptions (e.g., near-normal incidence) are therefore required when
choosing the substrate parameters.
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2— Radiative behavior of porous alumina up to high temperatures:
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Abstract

We compare two methods of characterizing the radiative behavior of porous sintered alumina disks
containing pum-sized pores on the 1 um to 7 um wavelength range up to very high temperatures.
The first consists of direct spectroscopic measurements of the normal-hemispherical reflectance
and transmittance at room temperature, as well as the normal emittance up to 1300 °C. The
second is a multi-scale numerical approach that requires only the X-ray tomography-reconstructed
microstructure and the complex refractive index of dense sintered alumina as input: the spectral
effective radiative properties are first calculated using a novel physics-optics-based model to account
for wave effects and dependent scattering, then applied to the resolution of the radiative transfer
equation on an equivalent homogeneous medium to obtain the spectral reflectance, transmittance,
and emittance. Uncertainties in the numerical results, mainly due to microstructural variability, are
quantified through sensitivity studies. The good agreement between the experimental and numerical
results confirm the ability of our proposed numerical approach to give accurate predictions of the
effective radiative properties.

Keywords: Porous ceramics, Radiative properties, Infrared spectroscopy, Radiative transfer
equation (RTE), High temperature

1. Introduction

The knowledge of radiometric quantities such as the spectral reflectance, transmittance, or
emittance of materials are of great interest notably for high-temperature applications [1, 2], and
a wide array of experimental methods have been developed for their characterization [3-5]. In
the case of semi-transparent materials such as metal oxide ceramics, these quantities depend not
only on material composition, but also on extrinsic parameters such as sample thickness, surface
roughness, and the morphology of pores and other heterogeneities [6-9]. To account for the influ-
ence of some of these parameters, inverse methods based on minimizing the differences between
theoretical predictions and experimental radiometric measurements are often used to identify the
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Nomenclature

First- and second-order tensors (“vectors” and “matrices’) are written in bold face.

Latin Q Solid angle
A Area
¢ Normal emittance Superscripts and Subscripts
e Basis vector ! Modified quantity
f Volume fraction + /- Positive/Negative neighbourhood
h Height 0 Reference, in vacuo
A Radiance * Basic radiance
I Intensity, [ Zd$2 abs AbSO.rPtiOH
‘ Chord length a{nb Afnblent
m Complex refractive index, n + ik diff lefus'e
n Real refractive index; Normal vector eff Effective
int Internal
p Parameter
R Reflectivity Fr Fresr?el .
R Normal-hemispherical reflectance ﬁ Her.nlspherlcal
o inc Incident
G Sensitivity
L ext External
T Transmissivity Mat
T Normal-hemispherical transmittance " atnx )
. p Pore/Particle
u Direction .
. sca Scattering
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K Absorption index
K Absorption coefficient Acronyms
A Wavelength DDA  Discrete dipole approximation
o8 Direction cosine OH Hydroxyl
o Scattering coefficient RMS  Root-mean-squared
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effective radiative properties [10-14]. Alternatively, numerical methods are increasingly used to
predict the radiometric quantities of interest from tomography-reconstructed or digitally generated
microstructures. These methods are more suitable for the study of microstructure-property rela-
tions compared to inverse methods, as a large number of microstructural different samples may be
characterized at a lower cost [6, 15].

In the so-called “discrete-scale” approach [16], the propagation, scattering and absorption
of radiation are simulated at the microstructural level. Direct Monte Carlo ray-tracing on 3D
microstructures, usually assuming locally smooth interfaces that reflect and refract specularly [6,
14, 17-20], is a popular choice when heterogeneities are large and far apart compared to the
wavelength. When this is not the case, numerical resolution of Maxwell’s equations should
be performed [9, 21], though the high computational cost limits its application to very small
geometries. On the other hand, a less computationally demanding “continuum-scale’” approach
treats the heterogeneous material as an equivalent homogeneous medium [8, 22, 23], and solves
for the radiometric quantities of interest using the radiative transfer equation (RTE). Accurate
microstructure-based determination of the effective radiative properties is the challenge in this case:
while ray-tracing can also be used to deduce these properties in the geometrical optics limit [24-27],
when heterogeneities are small compared to the wavelength, the independent scattering hypothesis
is often used to deduce the effective radiative properties of the material from the scattering and
absorption cross sections of a single pore or particle [7, 8, 28-30]. This latter approach fails to
account for dependent scattering between small heterogeneities when their volume fraction exceeds
a mere few percent [31-33]. In addition, Fresnel’s equations are often used to describe specular
reflection and refraction at the boundary between the equivalent homogeneous medium and its
surroundings [8, 22, 23, 30], which neglects the potential influence of surface heterogeneities on
boundary scattering.

The present work is the second of two papers dealing with the infrared radiative behavior of
porous ceramics containing pores and/or particles of sizes close to the wavelength of interest. In our
first paper [34], we proposed a physical optics approach based on the discrete dipole approximation
(DDA) to determine the effective volume radiative properties and surface reflectivity from 3D
microstructures, while accounting for dependent scattering between the um-sized pores. We also
computed these properties on a tomography-reconstructed porous alumina ceramic, and compared
our numerical results with analytical solutions. In the present paper, we characterize the normal
reflectance, transmittance, and emittance of thin samples of the porous alumina ceramic from room
temperature up to 1300 °C using two approaches. First, infrared spectroscopy measurements of
the room-temperature normal-hemispherical reflectance and transmittance as well as the normal
emittance up to 1300 °C are performed. These radiometric quantities are then simulated via
the RTE-based equivalent homogeneous medium approach from the effective radiative properties
computed with the DDA in our first paper [34] and compared to experimental results. Section 2
describes the samples used in this study, and the experimental methods used for microstructural
and radiometric characterization. Section 3 briefly summarizes the numerical method and key
results of our first paper [34], then presents the RTE-based model used to predict the reflectance,
transmittance, and emittance of the samples. Section 4 then presents and compares the experimental
and numerical results, with the uncertainties in numerical results quantified through a sensitivity
study.
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2. Experimental procedure

2.1. Material and microstructure

The studied material is a high-purity porous alumina ceramic, fabricated as plane-parallel disk
samples for the infrared spectroscopy measurements (presented in section 2.2). A raw powder
mix composed of 99% «-alumina by mass, with a volume median grain diameter of 2.9 um, was
first dispersed in water to form a homogeneous slurry, then air-dried and ground back up into
powder form. Uniaxial pressing at 10 MPa in a cylindrical mold followed by sintering at 1650 °C
for 6 hours gave porous sintered alumina cylinders 33 mm in diameter. Finally, plane-parallel cuts
perpendicular to the cylinder axis were made with a precision saw to obtain disks of thickness
h = 2.0 &+ 0.1 mm. The machined samples were heat-treated at 800 °C for 6 hours to remove all
organic pollutants.

Scanning electron microscopy (Hitachi TM3030, 15kV accelerating voltage, backscattered
electrons mode) was performed at Saint-Gobain Research Provence (Cavaillon, France) on polished
samples of the porous alumina ceramic (see Figure 1). The Fiji software [35] was then used to
perform binarization, denoising, and microstructural analysis on the micrographs. Note that in
our companion paper [34] we also presented the X-ray tomography and image processing protocol
used to obtain the 3D microstructure.

30um
Figure 1: Scanning electron micrograph of a polished section of the porous alumina ceramic, with pores in black.

Physical measurements were also performed at Saint-Gobain Research Provence (Cavaillon,
France) on the porous ceramic cylinders:

* A total porosity of f, = 0.22 £ 0.02 was measured on the cylinders by dividing their
apparent density (caliper method) by the known density of the alumina powder mix. Open
porosity measurements via the water immersion and saturation method [36] gave almost
identical results, showing that little to no closed porosity is negligible (note that the porosity
was also estimated through void pixel counting on 15 electron micrographs giving f, =
0.20 + 0.07, which is in good agreement with the physical measurement). We thus consider
f» = 0.22 4 0.02 as the nominal porosity for the remainder of this study.
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* We also performed pore size measurements just to check that the different methods and
samples agree: the mean pore chord length [37] is estimated at ((¢,)) = 1.8 £ 0.3 um from
the electron micrographs (which is in good agreement with value found on the tomographic
reconstruction [34]). It agrees with the value of ((¢,)) ~ 4f,/Ay = 1.2 £ 0.2 um measured
using mercury intrusion porosimetry (Ay is the specific surface area) [38, 39]. The differ-
ence between the physical measurement and the image processing result may be attributed
to the hypothesis of cylindrical pores in mercury intrusion porosimetry, which leads to
underestimation when throats are present [39].

2.2. Infrared spectroscopy

The spectral radiometric quantities of interest (reflectance, transmittance, and/or emittance)
are measured on the 2 mm thick disks of diameter 33 mm, for vacuum wavelengths )\, between
I um and 10 pm from room temperature up to 1300 °C using two setups developed at the CEMHTI
laboratory (Orléans, France), briefly described here.

At room temperature, the normal-hemispherical reflectance R and transmittance ¥ are acquired
using a 6-inch integrating sphere with infragold coating and a liquid-nitrogen-cooled mercury
cadmium telluride detector, both coupled to a Fourier transform infrared spectrometer (Bruker
Vertex 70). Measurements were performed at least 4 times (both sides of two samples) and
averaged to account for the influence of material variability, which incidentally is quite low in the
present case: the absolute uncertainty is between 0.01 and 0.02 for both R and ¥. According
to Kirchhoft’s law [2], the room-temperature normal emittance €, equal to the absorbance, is
calculated from R and ¥ as follows:

C=1-M-F (1)

At high temperatures, the normal emittance € of a sample maintained at a constant elevated
temperature 7 is directly measured as the ratio of the spectral intensity emitted by the sample
to that emitted by a blackbody at the same temperature [3]. The apparatus, shown in Figure 2
and described in detail in reference [5], consists of a reference blackbody furnace and a sample
heating system mounted on a computer-controlled turntable within a purged enclosure. Two Fourier
transform spectrometers (Bruker Vertex 80v working under vacuum, and Bruker Vertex 70 purged
with dry air) enable measurements from the far infrared to the visible range. The flux emitted by
the sample in the normal direction within an aperture of diameter 1 mm is measured and compared
to the reference blackbody flux, with supplementary measurements to quantify and correct for
the parasite fluxes from the instruments. To minimize the axial temperature gradient within the
sample, a 500 W CO, laser (Coherent K500) separated equally by a beam splitter is used to heat
the sample on both faces. The temperature of the sample is determined by using the spectrometer
as a pyrometer at the known Christiansen wavelength of alumina (= 10um) where it exhibits
blackbody-like emissivity [40]. This methods allows the direct measurement of & with an absolute
uncertainty of 0.02 at extreme temperatures up to 2500 K.

Interested readers are invited to consult references [4] and [5] for more details on the apparatus
used in this study.
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Bruker
Vertex
80v

Blackbody
furnace

Turntable

Figure 2: Apparatus at the CEMHTT laboratory (Orléans, France) used to measure the high-temperature emittance [5].

3. Numerical method

The normal-hemispherical reflectance R and transmittance ‘T of the porous alumina samples
are simulated using a multi-scale approach presented in this section, then used to calculate the
normal emittance € via equation (1). In this approach, effective volume and surface radiative
properties of the porous alumina material are first calculated using analytical relations, deduced
from microstructure-based-simulation results of a novel physical optics model proposed in our
companion paper [34]. We calculated effective radiative properties at selected temperatures from
room temperature up to 1300 °C, which covers common service temperatures for refractory alu-
mina. These effective properties are then used to model the reflectance and transmittance of the
porous alumina disks under normal collimated illumination, by resolving the radiative transfer
equation (RTE) on an equivalent homogeneous medium.

3.1. Effective radiative properties modeling with a physical optics based approach

The effective radiative properties modeling approach proposed in our companion paper [34]
has been developed for porous or multiphase materials with a homogeneous weakly absorbing
dominant phase (henceforth referred to as the matrix, denoted with subscript m) having a much
higher volume fraction compared to the other phases (pore or particle heterogeneities, denoted
with subscript p). As the porous alumina samples in the present study contains 78% of high-
purity c-alumina by volume, with grain sizes exceeding one-tenth of the wavelengths of interest
allowing grain boundary effects to be neglected [41], they fit the description. The model simulates
scattering and absorption in tomography-reconstructed volume elements of the material using the
discrete dipole approximation (DDA) [42, 43], which takes into account dependent scattering when
heterogeneities are small and close to each other compared to the wavelength.

We determined the effective radiative properties of the porous alumina at temperatures 7 =
22°C, 800 °C, 1000 °C, and 1300 °C for selected wavelengths between \yg = 1 um and Ay = 7 um.

90 CONFIDENTIEL

Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2020LY SEI122/these.pdf
© [Z K. Low], [2020], INSA Lyon, tous droits réservés



II.2 Radiative behavior of porous alumina up to high temperatures : Experiments and
physical-optics-based modeling

For each investigated temperature, we calculated the spectral complex refractive index n,, + ik, of
the sintered alumina matrix used as input, by directional averaging [44] the birefringent complex

refractive indexes of a-alumina monocrystals [40]. Values are given in Table 1:

Ao T =22°C T =800°C T =1000°C T =1300°C

[”m] Ny Km Ny Km Ny Km Ny Km

1.0 1.718 136 x 10* 1.665 4.17 x 1077 1.645 6.88 x 1077 1.629 5.84 x 107/
1.5 1.712 812 x 102" 1.659 593 x 107 1.640 9.86 x 1077 1.624 8.38 x 1077
2.0 1.704 722 x 107" 1.651 736 x 107 1.632 124 x10° 1.617 1.05x 10°
3.0 1.680 425x10° 1.628 9.31 x 107 1.611 1.61 x10° 1.595 1.40 x 10°
4.0 1.644 343 x 107  1.594 6.66 x 10° 1.578 1.20 x 10° 1.564 1.84 x 107
5.0 1.594 278 x 10> 1.547 1.42x10* 1.534 2.02x10* 1.521 2.77 x 10
6.0 1527 237x10% 1482 997 x10* 1473 134 x 1072 1462 1.74 x 1073
7.0 1.435 194 x 102 1.390 6.03 x 107 1.392 691 x 107 1.385 7.06 x 1073

Table 1: Complex refractive index of sintered alumina at the studied temperatures.

Due to the high computational cost of the proposed approach, we performed simulations on a
large number of subvolumes (8 to 125 depending on wavelength and volume element size). This
allowed us to extract analytical porosity-property relations for porosities ranging from a few percent
up to f, ~ 0.3, and also to quantify the uncertainty in the computed effective radiative properties as
the root-mean-squared (RMS) deviation between DDA results on all subvolumes and the analytical
relation. Key conclusions for the studied porous alumina ceramic are summarized below:

DDA simulations confirmed that thanks to the low alumina absorptivity on the absorption
coefficient k.4 may be calculated to 7% uncertainty on the wavelength range of interest with
the analytical relation proposed by Dombrovsky et al. [45] for porous ceramics with a weakly

absorbing solid phase: A
TR
" I (2)

Indeed, as pure alumina monocrystal data is used as input for the solid matrix, &, very

low for the considered temperatures and wavelengths (< 6 x 107%) and k. scales linearly

with the matrix fraction f,,. The values of k.4 at the nominal porosity f, = 0.22 = 1 —f,,

of the porous alumina samples are plotted for the studied wavelengths and temperatures in

Figure 3a. Note that as a logarithmic scale is used, the +=7% error bars are barely visible.

At room temperature, the extremely low K.g (less than 1 m™') for wavelengths between 1 um

to 4 um are not represented to improve legibility (practically no absorption occurs in the

mm-sized samples at this temperature and wavelength range).

Keff =

Based on our discussion in the companion paper [34], we found that the porous alumina
material, initially with scattering coefficient o.¢ and anisotropic phase function g, is
appropriately modeled with a transport scattering coefficient o, associated with an isotropic
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phase function ¢, = (47)™! instead [46]:

Oy = O-eff(l _gsca) = Geﬁ<1 - (beff(u’ ll/)|ll : ll,| dQ,) (3)

47
where u and u’ are the incident and scattered unit direction vectors respectively, d€2’ is
the elementary solid angle associated with u’, and 4 is the solid angle of a sphere which
represents the entire angular space. Note that in this work ¢.¢ is normalized such that

Lo Gen(u,u’)dQY = 1.

The values of o, simulated using the DDA were well described with a second-order polyno-
mial function of the porosity:

o = pify + Pofy “4)

with coeflicients p; (Ao, T) and p,(\o, T) identified from DDA results for every temperature
and wavelength. The values of o, predicted with these correlations at the nominal porosity of
f» = 0.22 are plotted in Figure 3b. Error bars indicate the uncertainty of +-20.8%, estimated
by taking the RMS deviation between all DDA results and the analytical relation, and reflects
the high microstructural variability.
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Vacuum wavelength [um] Vacuum wavelength [um]
(a) Absorption coefficient. (b) Transport scattering coefficient.

Figure 3: Spectral volume radiative properties of the porous alumina ceramic, evaluated at its nominal porosity
f» = 0.22, for four different temperatures 7.

* For the surface reflectivity, we assume that the surface of the studied porous alumina is
smooth everywhere save where pores are present. DDA numerical results in our compan-
ion paper [34] for the case of normal illumination by light of wavelength A = Ay = 2um
were rather well described by a geometrical-optics-based analytical model that simply con-
siders perfectly diffuse reflection for incident radiation incident on the pore phase, and
perfectly specular reflection according to Fresnel’s equations for the remaining radiation.
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The directional-hemispherical reflectivity R, and transmissivity 7, for incidence direction
u are then modeled as follows [34]:

Rﬁ(u) =meFr(u) +ﬁ1 <RFr> (Sa)
——
Respec() Raifr
Ti(w) = f,(1 = Ree(w) + £, (1 - (Rr) ) (5b)
Tspec(w) Tai

Re:(u) is the specular reflectivity given by Fresnel’s equations [1], here computed for light in
vacuum incident on an alumina surface of refractive index n,,. (R, is the diffuse reflectivity
obtained by the following weighted average of Ry, [46, 47]:

(Re) = / 2Rp ()0’ - n| A (6)
u’-n<0

where n is the normal vector pointing outwards from the surface. For normally incident
light on a surface with n,, = 1.718 (corresponding to the sintered alumina phase at room
temperature and \o = 1 um), equation (5a) gives R, = 0.0814. Uncertainties are estimated
at 22.6% on R and 27% on Ry, mainly due to neglected wave effects and microstructural
variability.

In the next section, the effective radiative properties of the porous alumina ceramic evaluated
at its nominal porosity (f, = 0.22) is applied to simulate radiometric measurements on the 2 mm
thick disks from room temperature to 1300 °C. While the uncertainties in some of the computed
effective properties are rather high, sensitivity studies presented in section 4.2 show that they have
limited influence on the simulated radiometric properties.

3.2. Reflectance, transmittance, and emittance modeling

In this section, the normal-reflectance PR and transmittance ‘T of the porous alumina disks at
different temperatures are simulated with the radiative transfer equation (RTE) using the equivalent
homogeneous approach. With these two quantities, the normal emittance € can then be calculated
using Kirchhoff’s law (equation (1)).

We consider a semi-infinite plane-parallel slab of thickness 4 placed in vacuum (n,,, = 1),
illuminated on one face by a collimated beam at incidence angle 6;,. (= O in the present work).
The slab, at uniform temperature 7', is composed of a homogeneous absorbing-scattering material
prescribed the absorption (k.g) and transport scattering (0,) in Figure 3. Per classic assump-
tions [12, 28, 29] of 1D radiative transfer, azimuthal symmetry, and negligible self-emission, the
RTE simplifies to [2]:

u% = (0 + Ke) Tt ) + / T*(x, W) d9Y (7
X AT Jar

where x is the position along the thickness direction e,, and 1 = u - e, is the direction cosine for
the unit direction vector u associated with the solid angle d{). Note we solve for the spectral basic
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radiance Z* to account for the conservation of étendue [48] when light refracts at the boundary
between the surrounding vacuum medium and the slab:

. L
= ®)

where 7 is the spectral radiance (intensity per unit solid angle per unit vacuum wavelength) and n
is the local refractive index: n = 1 in vacuum and n > 1 within the slab.

To write the boundary conditions, we first define the incident radiance Z;_ at x = 0~ in terms
of the spectral intensity [, concentrated in a narrow solid angle A2 about the normal direction
w=1:

Lne = / T (x =0, wpdQ = / T*(x=0,u=1)dQ = / I: A9 (9)
150 AQ AQ

Note that Z* = 7 in vacuum; that is, for x < 0 and x > hA.

In section 3.1, we chose to model the directional-hemispherical reflectivity R, of the slab
boundary under external illumination from the surrounding vacuum medium as the sum of a
perfectly specular component R, and a perfectly diffuse component Rgir (equation (5a)). These
terms are henceforth denoted with the superscript “ext” to distinguish them from their counterparts
for radiation arriving at the boundary from within the material (internal illumination), denoted
with the superscript “int”. Based on microscopic reversibility principles [49], we assume that R
is also modeled in the same manner as R using equations (5a) and (6), with Rit = 1 for incident
angles exceeding the critical angle for total internal reflection.

The boundary conditions are then expressed using the definitions in equations (5a) and (5b),

e For x = 0*:

1
(1> 0) = T WTine01y + = T / Tine 49
™ AQ
_ 1 (10a)
+ Repec(MR)T" (M%) + =Ry / *(w)w' de’
™ 1w<0

where § represents the Kronecker delta, here defined as oy = 1 if X = 0, and dx = 0 otherwise;

e Forx="h": |
T* (1 < 0) = Ripee (MR)T" (R) + — Ry / T (W)W dg (10b)
T u/>0

where [, = —p represents the direction prior to a specular reflection event that reflected light
towards the direction p. These boundary conditions are illustrated in Figure 4.

Equations (7) and (10) were resolved with the Monte Carlo method [2, 20]: converged results
were obtained using 10° equal-energy packets. The reflected and transmitted radiance fields are
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Figure 4: Diagram of the reflectance and transmittance model.

then calculated:

1
T = 0 1 < 0) = REL (T 5y, + LR / T:, deY
m AQ

spec
; 1 . (11a)
FTRMT =004 T | 7= 0% 0
. 1 .
T(e=h"su>0) = Te (W (r = b wp) + — T / T (x = I, W) deY (11b)
uw'>0

where - represents the direction prior to an outgoing specular refraction event that refracted light
towards the direction p, calculated using the Snell-Descartes law [48]: n2,(1 —p4>) = n2 (1 — ).
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The normal-hemispherical reflectance 2R and transmittance ‘T are then obtained as follows:

1
R = —/ T'(x =07, udQ (12a)
inc J pu<0
1
T=— T'(x=h", WudQ (12b)
Iinc pn>0

after which the normal emittance is simply calculated as € = 1 —R — T per equation (1).

4. Results and Discussion

4.1. Comparison of experimental and numerical results

Figure 5 compares the experimentally measured reflectance (93) and transmittance (¥) at room
temperature to the ones simulated at selected wavelengths using our new physical-optics-based
approach. An excellent agreement is found between the two results at wavelengths smaller than
2.5 um and greater than 5 um, well within experimental uncertainties (40.01), which is extremely
encouraging for validation of our proposed numerical approach.

g 01
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- | | @ Simulated
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© 067 S 0.06
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(8]
8 g
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(a) Normal-hemispherical reflectance. (b) Normal-hemispherical transmittance.

Figure 5: Measured (lines) and simulated (o) spectral normal-hemispherical reflectance and transmittance of the
porous alumina disks at room temperature (7' = 22 °C).

Note that the error bars represent numerical uncertainties denoted AY for an observed quantity
Y € {R, T, ¢}, evaluated assuming that the input parameters X vary independently of one another:

- AX ?
(AY)? = EX: (GY(X)X—O X 100%) (13)
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where (AX/X,) x 100% is the relative uncertainty in % on X, and Gy (X) is the sensitivity coefficient
defined as the variation in Y per % increase in X, all other input parameters being constant:

oYl X
0X |, 100%

Gy(X) = (14)

Note that Gy(X) is studied later in section 4.2, with values given in Figure 7. Table 2 summarizes
the input parameters X considered and their relative uncertainties. The computed uncertainties
range from 0.01 to 0.07 depending on the radiometric quantity and wavelength.

Akar Ao, ARG ARG ARGy ARmy Ak

ext int ext int
Kef0  On0 spec,0 spec,0 diff,0 gm0 Po

7% 21% 26% 40% 5%

Table 2: Uncertainties in input parameters: effective absorption coefficient (k.g), transport scattering coefficient (o),
specular (Rgpec) and diffuse (Rgif) components of the surface reflectivity (for both external/internal illumination), and
sample thickness (h).

Between 2.5 um and 5 pm, a sharp dip is observed in the measured spectra for both 93 and
T but is absent from the numerical results. This difference between numerical and experimental
results at room temperature is expected: it is due to the characteristic absorption by hydroxyl (OH)
groups and adsorbed water molecules, which are almost always present on the surface of alumina
ceramics [50] but are not taken into account in the input data for our numerical model. Recall that
we worked with complex refractive indexes derived from measurements on impurity-free alumina
monocrystals [40]. Precise determination of impurity content and its influence on radiometric
quantities is generally challenging: Rozenbaum et al. [6] recently proposed an inverse method to
identify the OH content in porous silica, which combines emittance measurements on dense and
porous samples with discrete-scale ray-tracing simulations.

While this absorption peak is clearly seen on the room-temperature emittance curve in Figure 6,
it is absent from the high-temperature emittance spectra since near-complete desorption of the OH
groups occur at 800 °C and above [50]. With the increase in temperature, the absorption front
(sharp increase in emittance between \g ~ 3 um and \y ~ 7 um) shifts slightly towards shorter
wavelengths under the influence of multiphonon processes [40]. The low emittance at wavelengths
below 2.5 um for all temperatures is a testament to the high purity of the alumina matrix.

In the absence of OH absorption peaks, the high-temperature emittance spectra are extremely
well reproduced by the numerical models. The numerical results appear to slightly overestimate the
experimental results at all wavelengths, though the differences still remain within their respective
confidence intervals. Notably, uncertainties in the temperature and reference blackbody flux deter-
mination during high-temperature emittance measurements give an estimated absolute uncertainty
of +0.02.

These results validate our numerical modeling approach, notably the DDA-based method
proposed in our companion paper [34] to compute the effective radiative properties, the use of
alumina monocrystal data as input while neglecting grain boundary scattering.
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Figure 6: Measured (lines) and simulated (symols) spectral normal emittance of the porous alumina disks at different
temperatures 7: 22 °C (dotted lines vs. o), 800 °C (dashed lines vs. A), 1000 °C (dash-dotted lines vs. [J), 1300 °C
(continuous lines vs. ©). The inset shows the near-zero emittances at wavelengths between 1 um and 3 um.

4.2. Sensitivity study

Figure 7 shows the sensitivity coefficients Gy(X) defined in equation (14) as a function of
wavelength X = {G,,, Kefs Respecs Rdiffs h} and Y = {R, T, ¢} at temperature 7 = 800 °C (note
that similar trends are also observed at the other studied temperatures). The magnitude of Sy (X)
indicates the sensitivity of ¥ to small changes in X, while its sign indicates whether a small increase
in X leads to an increase (&y > 0) or decrease (Gy < 0)in Y.

We observe that while Gy is generally quite low, it is always non-zero except when the observed
quantity Y is null or very low. The non-zero value of G, shows the extrinsic nature of the radiometric
quantities. Some interesting observations are summarized below:

* The signs of Gy(o,) and Gy(k.s) are physically coherent: increasing o, increases ‘R,
decreases ‘T and decreases &, while increasing K.g decreases (R, decreases ¥ and increases
¢. The similar trends in their magnitudes suggest that the influence of 0, and K.s are
correlated. This is discussed further in section 4.3.

* The sensitivity coeflicients for Ry and Rgig are very similar, since R, ‘T and € are quite
insensitive to the exact angular distribution of radiative energy. Surprisingly, an increase in
either of these parameters decrease R while increasing T and €. This is because a large part
of the total reflected radiation is actually composed of radiation initially transmitted into the
slab before exiting it from the illuminated face. When R or Raig is increased, the fraction
of incident radiation transmitted into the slab decreases, and the probability of internal
radiation exiting the slab also decreases. This “trapping” effect by the slab boundaries [20]
increases the emittance especially, and also the transmittance to a smaller extent.
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Figure 7: Spectral sensitivity coefficients (see equation (14)) for the normal-hemispherical reflectance (left), normal-
hemispherical transmittance (center) and normal emittance (right) at 800 °C, with respect to five input parameters:
transport scattering coefficient o, (o), absorption coeflicient kg (A), diffuse reflectivity component R g ((J), specular
reflectivity component Rpe (©), and slab thickness £ ().

* While the thickness # is the most influential parameter on ¥ on the semi-transparent range
(Ao < 5um), its effect on R and €& on this range appears limited. Indeed, when scattering
dominates, the optical paths traveled by radiation within the material is generally tortuous
with multiple internal reflections off the boundary, and are therefore insensitive to small
changes in h. In the opaque range (Ao > Sum), & has practically no influence on all
radiometric properties since radiation-matter interaction is limited to a small region close to
the incident surface.

4.3. Influence of porosity

Before concluding, we study the influence of porosity on the radiometric properties by compar-
ing the room-temperature reflectance (R), transmittance (%) and emittance (&) of our 22% porous
alumina disks to those of a dense sintered alumina, modeled with Fresnel’s equations using the
same complex refractive index n,, + ix,, used in section 3.1. Figure 8 shows a remarkable increase
in YR by more than 0.8 (and a corresponding decrease in ¥) due to the porosity of 22%. While
the increase in reflectance and decrease in transmittance are natural when pores are present, the
magnitude of these variations is much higher than past investigations on porous ceramics [6, 18].
This shows the interest in being able to incorporate physical optics effects in radiative transfer
modeling.

In addition, between the wavelengths of 4 um to 8 um on the emittance (=absorbance) plot,
we see that the absorption front is significantly modified by the presence of pores, with higher
emittance in the porous material between 4 um to 6 um and higher emittance in the dense material
beyond 6 um. In fact, when the porosity increases, two competing mechanisms are in play: on
one hand, the increased volume scattering within the porous material prolongs the optical paths
traveled by light and thus the probability of being absorbed [18]; on the other hand, the probability
of being absorbed for the same optical path length is lower in the porous material than in the dense
material due to the lower matrix fraction. The prevalence of one over another depends on the
relative magnitudes of the absorbing and scattering coeflicients and also on the shape of the phase
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Figure 8: Room-temperature normal-hemispherical reflectance (left), normal-hemispherical transmittance (center),
and normal emittance (right): measurements and physical-optics-based simulations on porous alumina disks (dashed
lines and o respectively) compared to calculations with Fresnel’s equations for a dense sintered alumina (continuous
lines).

function, which explains the correlation observed between the sensitivity coefficients taken with
respect to 0, and K. (see section 4.2). In the present case, it would appear that the first mechanism
dominates for wavelengths below 6 um, while for wavelengths beyond this threshold the second
mechanism dominates.

5. Conclusion

The reflectance, transmittance and emittance of porous alumina disks are measured from room
temperature up to 1300 °C are compared to numerical results obtained using a novel multi-scale
approach: effective radiative properties are first computed from the material microstructure using
physical optics models based on the discrete dipole approximation (DDA), then applied to the
simulation of an equivalent homogeneous medium using the radiative transfer equation (RTE).

A sensitivity study using the RTE-based model was performed to quantify the uncertainties
in numerical results, mainly arising from microstructural variability due to the small volume
elements used in physical optics modeling. Uncertainties in the radiometric quantities (reflectance,
transmittance and emittance)are generally low, varying from 0.01 to 0.07 depending on wavelength.
The sensitivity coefficients also provided insight to the influence of different input parameters and
the physical phenomena in play.

The excellent agreement between experimental and numerical results confirm the validity of the
proposed multi-scale approach. The extremely high reflectance and low transmittance in the present
porous alumina samples for such a low porosity is never observed in the geometrical optics limit.
It illustrates the strong influence of small heterogeneities on the macro-scale radiative properties,
and highlights the need for more accurate physical-optics-based radiative transfer models.

Future work should focus on using the DDA numerical results to establish more accurate
analytical modeling of microstructure-property relations, taking into account not just the porosity
as we did, but also other parameters such pore size or pore shape. Application of the present
DDA-RTE approach to the simulation and validation on other types of materials (e.g., multiple
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particle phases), or other types of radiometric quantities (e.g., bidirectional quantities) would also
be of great interest to test the capabilities of the proposed approach.
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Abstract

Numerical predictions of the high-temperature conductive-radiative heat transfer in an alumina
foam with dual-scale porosity are compared to experimental data. The influence of the dual-scale
porosity, consisting of 100 um-sized spheroidal cells and a network of um-sized pores within the
foam skeleton, is taken into account through simulations on tomography-reconstructed microstruc-
tures. The effective thermal conductivity of the foam (without radiative contributions) is computed
using a finite element homogenization technique with the measured thermal conductivity of the
foam skeleton as input. The foam effective radiative properties at high temperatures are computed
with a Monte Carlo ray-tracing approach, adapted to account for volume and interface scattering
within the semi-transparent foam skeleton. Conductive-radiative heat transfer through an equiva-
lent homogeneous slab is then simulated with the control volume method, coupled to the discrete
ordinates method for resolution of the radiative transfer equation. The radiative contribution is
well-described by the Rosseland radiative conductivity at sufficiently large slab thicknesses. The
angular distribution of reflected and refracted radiation at the foam skeleton surface is shown to
have a significant effect on radiative transfer at the macro-scale. Numerical results show good
agreement with the measured apparent thermal conductivity when perfectly diffuse reflection and
refraction at the interface between the foam cells and the foam skeleton are assumed.

Keywords: Foams, Dual-scale porosity, Finite element homogenization, Monte Carlo ray-tracing,
Radiative transfer equation (RTE)

1. Introduction

Cellular materials are a source of interest in many heat transfer applications thanks to their
attractive thermal and mechanical properties [1-3], with ceramic foams in particular often de-
veloped for use at extreme temperatures [4, 5]. Accurate experimental characterization of their
high-temperature thermal properties is often challenging due to the significant contribution of
radiative transfer [6-9]. While radiative transfer may be modeled via an equivalent thermal con-
ductivity for optically thick semi-transparent materials [10], that is not always the case for foams
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Nomenclature

First-order tensors (vectors) are indicated in bold face.

Latin

x:ﬂq\‘lhx)QQ%m:zhmwgft\]ww\sgqmm

Thermal diffusivity

Spectral blackbody radiance
Specific heat capacity; Speed of light
Distance

Volume fraction

Asymmetry

Thickness; Planck’s constant
Spectral radiance
Boltzmann constant
Thermal conductivity

Free path

Length

Number

Refractive index; Normal direction
Parameter

Probability

Heat flow

Heat flux

Reflectivity

Distance variable
Transmissivity

Temperature

Time

Direction

Position

E D@ g

Scattering coefficient
Optical thickness
Polar angle

Relative temperature
Solid angle

Domain

Albedo, k/f3

Superscripts and Subscripts

li

0
sca

app

diff
eff
ext
Fr

inc

sca
spec
s

tr

Modified quantity
Reference, in vacuo
Absorption

Apparent

Air; Foam cells

Diffuse

Effective

Extinction

Fresnel

Hemispherical

Incident

Sintered alumina matrix
Porosity within foam skeleton
Scattering

Specular

Foam skeleton
Transport approximation

Greek Operators and accents
£ Extinction coefficient, k +0 \V/ Del operator
A Difference Dot product
€ Residual (o) Weighted average
) Scattering phase function (o)) Stochastic mean
%) Azimuth angle
K Absorption coefficient Acronyms
K Absorption index CDF  Cumulative distribution function
A Wavelength RDFI Radiative Distribution Function Identifi-
p Density cation
OsB Stefan-Boltzmann constant RTE  Radiative transfer equation
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with dual-scale porosity

in which coupled conductive-radiative heat transfer usually takes place, with an extrinsic radiative
contribution [11]. Significant effort has therefore gone towards the development of numerical
models to predict the contribution of different heat transfer modes in service conditions, with X-ray
tomography allowing computations based on real foam morphologies [1, 3, 12].

Foams are traditionally modeled as two-phase media composed of a cell phase and a skeleton
phase, both often assumed homogeneous and isotropic [1, 2]. Based on scale separation principles,
heat transfer in foams may be considered at two distinct length scales: a micro-scale at which
the foam cellular structure is treated explicitly, and a macro-scale at which the foam is treated
as a single equivalent homogeneous medium [13]. Conductive heat transfer at the macro-scale
is usually represented with an intrinsic effective thermal conductivity, which can be predicted
through resolving Fourier’s law on tomography-reconstructed foams under appropriate boundary
conditions [14]. The contribution of thermal radiation at the macro-scale is usually described using
the Radiative Transfer Equation (RTE), which requires knowledge of the foam effective radiative
properties. Among the direct and inverse methods available to determine these properties [11, 15],
microstructure-based Monte Carlo ray-tracing [ 16—19] is the most popular technique, as most foams
have characteristic heterogeneity sizes greater than the wavelengths of interest (in the um-range
for high temperature radiative heat transfer) allowing the geometrical optics approximation to be
made.

In the present work, we perform numerical simulations of the high-temperature conductive-
radiative heat transfer of a tomography-reconstructed alumina ceramic foam [4], and compare
them to experimental results. A specificity and complexity of the studied foam is the presence
of a dual-scale porosity (see Figure 1): apart from the 100 um-sized spheroidal cells forming
the macrocellular network, tortuous um-sized pores are also present within the foam skeleton.
As these pores reduce conductive heat transfer through the foam skeleton, the effective thermal
conductivity (without radiative contributions) of the porous foam skeleton is first characterized
through laser Flash measurements [20] on porous alumina samples of equivalent microstructure,
before being used to estimate the effective thermal conductivity of the foam through a finite
element homogenization approach [14]. The influence of the um-sized pores on radiative heat
transfer is more complex to predict, since scattering no longer follows geometrical optics laws in
view of the small pore sizes compared to the wavelengths of interest. Past studies represented
this type of foam skeleton as a semi-transparent phase with its own set of radiative properties:
Zeghondy et al. [21] identified the foam skeleton effective radiative properties from bidirectional
reflectance measurements, while Haussener and Randrianalisoa [12] calculated them directly using
the independent scattering theory. We recently proposed and validated a new physical-optics-based
approach [22, 23] to directly compute the effective volume radiative properties and non-specular
surface reflection of the foam skeleton material through tomography-reconstructed microstructures,
which accounts for dependent scattering and wave effects. These computed foam skeleton radiative
properties are used in the present work within an adapted ray-tracing algorithm [24-26] to simulate
the effective radiative properties of the foam. The foam effective thermal conductivity and radiative
properties are then applied to simulate the apparent thermal conductivity including radiative
contributions. Numerical results are then compared to high-temperature measurements performed
with the parallel hot-wire technique [8].

Section 2 describes the experimental methods used to characterize the dual-scale foam porosity,
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and to measure the high-temperature thermal conductivity of the foam and foam skeleton. Section 3
describes the numerical method used to compute the effective thermal conductivity and effective
radiative properties of the foam, before applying them to the simulation of coupled conductive-
radiative heat transfer through a foam slab at high temperatures. Section 4 presents the numerical
results and compares them with experimental data before concluding.

1.1. Definitions and mathematical notation

Throughout this work, tensorial notation is used in equations, with scalars written in regular font
and first- and second-order tensors (“vectors” and “matrices”) written in bold face. To distinguish
the different porosity scales, we define the following terminology for use in the rest of this paper:

* At the cellular scale, the foam is assumed to be composed of two homogeneous phases: a
skeleton phase (denoted with the subscript s), and air-filled cells (denoted with the subscript

a);
* When the microstructure of the foam skeleton is explicitly considered, it is also assumed to be

composed of two homogeneous phases: a sintered polycrystalline alumina matrix (denoted
with the subscript m), and um-sized pores (denoted with the subscript p).

(a) Macrocellular network (~ 100 um). (b) Foam skeleton containing pm-sized pores.

Figure 1: Tomographic reconstructions of NorFoam showing the dual-scale porosity.

2. Experimental procedure

2.1. Material and microstructure

The studied material is NorFoam XPure by Saint-Gobain, a high-purity (99% «-alumina
by mass) alumina foam for high temperature thermal insulation [4]. Figure 1 shows the 3D
microstructure of the foam with its dual-scale porosity.
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To characterize the macrocellular porosity, X-ray tomography (GE Phoenix v|tome|x s, MATEIS
laboratory, Villeurbanne, France) and image analysis (Fiji [27]) were performed on a foam sample
according to the protocol described in our previous study [14]. A 3D reconstruction of the foam
spanning a volume of 4.515 mm x 4.515 mm x 4.515 mm with a voxel size of 8.75 um is obtained; an
extract is shown in Figure 1a. An open-cell network comprised of spheroidal cells with a lognormal
size distribution [14] is observed, with a macrocellular porosity of f, = 0.74 + 0.02 and a median
diameter of 590 um based on pore volume. An extremely low anisotropy in the foam structure is
also observed based on the covariance range [28], which only varies slightly between 333 um to
373 um along the three principal directions of the cubic tomography-reconstructed foam [14].

We also characterized the porosity within the foam skeleton via scanning electron microscopy
(Hitachi TM3030, Saint-Gobain Research Provence, Cavaillon, France) and X-ray tomography
(RX Solutions EasyTom Nano, MATEIS laboratory, Villeurbanne, France): a reconstructed foam
skeleton segment with a voxel size of 0.3 um is shown in Figure 1b. A tortuous network of pm-
sized pores is observed, with an extremely high local microstructural variability due to the small
observation scale. To facilitate experimental characterization of foam skeleton properties, 2 mm
thin slabs of porous sintered alumina were fabricated and verified to be of equivalent microstructure
to the foam skeleton (see protocols in our previous studies [22, 23]). The nominal porosity of the
foam skeleton material is f, = 0.22 4= 0.2, while the characteristic pore size, estimated from the
mean pore chord length [29], was 1.8 £ 0.3 um.

2.2. Foam skeleton thermal diffusivity and conductivity

The thermal diffusivity oy of the foam skeleton was measured at Saint-Gobain Research Paris
(Aubervilliers, France) using the laser Flash technique [20] (Netzsch LFA 457 MicroFlash appara-
tus). 10mm x 10 mm X 2 mm thin slabs of the foam skeleton material were fabricated according
to the protocol described in our previous study [23]. After coating the slabs in graphite paint,
measurements were performed from room temperature to 800 °C under nitrogen atmosphere . As
illustrated in Figure 2a, one face of the slab was heated by a short energy pulse Q(¢), while the
temperature rise () on the opposite face over the next ~ 3 s was measured with an InSb infrared
detector. The thermal diffusivity (excluding radiative contributions) was then estimated by min-
imizing the least-squares error between the measured temperature rise and that predicted by an
analytical model [30, 31] that explicitly accounts for radiative transfer. Thickness variations over
the considered temperature range, smaller than 0.6% according to Touloukian et al. [32], were
neglected in the analytical model.

The thermal conductivity k; of the foam skeleton was then computed as:

ks = O PsCss (1)

where p, = 3.07 g-cm™ is the density of the foam skeleton material, and c, is the foam skeleton
specific heat capacity, equal to that of alumina given by Touloukian and Buyco [33]:

2.796 x 10*

c(T) = 1.0446 + 1.742 x 1074 T - T2

2)

The variation of k, with temperature 7T is plotted in Figure 3, which shows a monotonous
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(a) Laser Flash technique [30]. (b) Parallel hot-wire technique [8].

Figure 2: Illustrations of experimental configurations, with samples in white. Key dimensions are indicated: thickness
h, length L, distance d. The measured evolution of heat flow Q(f) and temperature rise 6(¢) are used to estimate the
thermal diffusivity o in (a), and the apparent thermal conductivity k,,, and volumetric heat capacity (pc)app in (b).

decrease with temperature resulting from the decrease in phonon heat conduction within the
polycrystalline alumina matrix at higher temperatures [34] (uncompensated by the increase in
thermal conductivity of air [35]). The error bars reflect the experimental uncertainty on k;,
estimated at 7.5%. The relation between the inverse thermal conductivity k;! of the foam skeleton
and T (in K) is also plotted below, along with its linear fit (R? = 0.999):

= (2.13£0.03) x 10* m-W!

= (=2 -3 KWL (3)
2= (2.8 +2.0) x 107 m-K-W

kK'=pT+p with {

Equation (3) is consistent with past observations on low-porosity sintered alumina [34], and the
value of py lies within the range of 1073 reported by Smith et al. [34] for polycrystalline alumina
samples in which grain boundary resistance is negligible. This is expected from the high purity
and large grain sizes in the present samples (volume median grain diameter of 2.9 um before
sintering) [36].

Although ab initio demonstration of equation (3) was only performed for temperatures below
the Debye temperature of alumina of 7' ~ 1000 K [34], we assume in the following sections that it
applies to the whole range of temperatures investigated in this study, up to 1300 °C.

2.3. Foam apparent thermal conductivity at high temperatures

The apparent thermal conductivity of NorFoam from 400 °C to 1000 °C was measured at the
LEMTA laboratory in Nancy, France using the parallel hot-wire method [8]. The experimental
configuration, which involves two identical 300 mm x 300 mm x 30 mm foam samples, is illustrated
in Figure 2b and described by Jannot and Degiovanni [8]. An 80/20 Nickel-Chromium resistance
heating wire (thick black line) is embedded in a groove cut into the top surface of the bottom
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Figure 3: Foam skeleton effective thermal conductivity k; (without radiative contributions) and its inverse k;l as a
function of temperature 7 in K: laser Flash measurements (points) and the correlation proposed by Smith et al. [34]
(dashed lines, equation (3)).

sample, while a type K sheath thermocouple is inserted in another groove running parallel to the
heating wire at a distance d = 15mm. A second sample is placed on top, and the assembly is
clamped between two 10 mm thick stainless steel plates (grey slabs). A heat flow step Q(¢) is
applied with the heating wire, and the temperature rise 0(¢) at the thermocouple is measured over
the next ~ 300s.

Assuming negligible material orthotropy, the analytical quadrupolar model of Jannot and
Degiovanni [8] is then used to estimate the apparent thermal conductivity k,,, and volumetric heat
capacity (pc)qpp Of the foam from the measured temperatures. The model accounts explicitly for
several important parameters (radius and thermal capacity of the heating wire, thermal capacity
of the thermocouple, heating wire-sample and thermocouple-sample thermal resistances), which
prevents errors when estimating the thermal conductivity of low-density insulators [6]. Radiative
heat transfer is however not modeled explicitly. The term “apparent” instead of “effective” is
therefore used to denote the measured thermal conductivity of the foam, since it includes the
contributions of both conductive and radiative heat transfer and is generally speaking an extrinsic
quantity. The experimental uncertainty of the present hot-wire method is estimated at 5%.

The measured high-temperature apparent thermal conductivity of the foam is presented in
section 4.3, and compared to numerical predictions obtained with a multi-scale approach detailed
in the next section.

3. Numerical modeling

Considering the extremely small characteristic heat transfer length scales at the micro-scale
(cellular structure with morphological features between 10 um to 1 mm) compared to the the macro-
scale (samples or parts typically of cm sizes), a multi-scale numerical procedure is used to simulate
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high-temperature conductive-radiative heat transfer in this work. The proposed approach consists
of three components. The first simulates the effective thermal conductivity of the foam without
radiative contributions using a finite element homogenization technique (section 3.1). The second
simulates the effective radiative properties of the foam via a microstructure-based Monte Carlo ray-
tracing algorithm (section 3.2). The third solves for the coupled macro-scale conductive-radiative
heat transfer on an equivalent homogeneous slab that possesses the computed effective thermal
conductivity and effective radiative properties of the foam (section 3.3).

Note that at the micro-scale, the foam is considered to be composed of two homogeneous and
isotropic phases: the foam skeleton denoted with “s” and air-filled cells denoted with “a”, with the
tomography-reconstructed microstructure shown in Figure 1a.

3.1. Determination of the foam effective thermal conductivity

The following finite element homogenization technique used to predict the effective thermal
conductivity tensor k. (excluding radiative contributions) has been studied and validated for
the case of highly porous tomography-reconstructed foams in our previous study [14]. Given a
reference temperature 7, the 3D steady-state heat equation (4) is resolved on a cubic foam volume
denoted as Q:

vxe Q, q=-kVO with V.¢g=0 4)

where ¢ is the local heat flux vector, © = T — T is the local relative temperature, and & is the local
scalar thermal conductivity equal to k4(7y) (equation (3)) in the foam skeleton and k,(7}) (given
by Coquard and Baillis [35]) in the air-filled foam cells. We consider small temperature variations
across the foam volume, such that kK may be assumed temperature-independent. The following
conditions are enforced on the boundary Q) of the cubic foam volume:

0=Gy-x if n| Gy

Vx € 0Q), ]
(]n=0 if HJ_G()

®)

where n is the local unit normal vector pointing outwards, g, = ¢ - n is the normal heat flux, and G,
is an arbitrary temperature gradient vector oriented along one of the principal directions ey, e;, €3
of the cubic volume. The volume-averaged heat flux and temperature gradient vectors are then
linked by an apparent thermal conductivity tensor Kp:

(@) = upp - (V) (6)

where (o) = [, edV/Vj is the volume averaging operator over the entire cubic foam volume
V. Here the term “apparent” is used to emphasize the dependence of k,,, on volume element
size and boundary conditions. As equation (6) only provides 3 scalar equations, three orthogonal
configurations (i.e., permuting Gy = Goe; for j € {1,2,3}) have to be resolved to obtain the full
k., tensor containing 9 unknowns.

The classic schema considers either periodic microstructures or microstructures large enough
to be considered as representative volume elements, for which k,p, is equal to the intrinsic keg of
the heterogeneous material [37, 38]. As tomography-reconstructed microstructures are generally
not representative volume elements in this sense [28], k,p, is dependent on V and may also vary
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from one realization of the microstructure to another. In addition, due to the slight anisotropy
in the studied foam, k,,, may also be anisotropic. In the present work, we assumed an isotropic
effective thermal conductivity (kg = kegls, where 1y is the N-dimensional identity tensor). The
scalar k. is estimated from the different k,p, obtained on 8 different tomography-reconstructed
foams of Vg = (1.8 mm)*:

ko & (R ™

where ((e)) represents the stochastic mean, j represents the 3 principal directions of anisotropy, and
N represents the 8 different foam realizations.

Numerical resolution of equations (4), (5), and (6) was performed for reference temperatures 7
between 25 °C and 1800 °C using the preconditioned Krylov-based iterative finite element solver
in Abaqus/Standard 2017 [39] on foam volumes meshed with linear (P1) brick elements (1 element
per voxel). The standard variation in k(7)) estimated from equation (7) lies between 7.6% (at
Ty =25°C) and 3.5% (at T, = 1800 °C) of the mean value, mainly due to material anisotropy.

3.2. Determination of the spectral effective radiative properties of the foam

3.2.1. Theory and definitions
The spectral distribution of radiative energy at a given temperature 7 (in K) is described by

Planck’s law [40]:
2hcd

A [exp <thTﬁ> — 1]
where B(\g, Ty) is the spectral blackbody radiance in vacuum (power emanating from an ideal
emitter per unit area per unit solid angle per unit vacuum wavelength \), 4 is the Planck constant,
kg 1s the Boltzmann constant, and ¢ is the speed of light in vacuum.

In this work, we focus on computing the spectral properties of the foam at three temperatures:
800 °C, 1000 °C, and 1300 °C. For each considered temperature, the wavelength Ay, at which

blackbody radiance is maximal, the wavelength range A\, on which radiative properties are
computed and the fraction of blackbody radiative energy represented is summarized in Table 1.

B(To, Mo) = )

To [°C]  Apeak [um] AN [um] Fraction of radiative energy [%o]

800 2.70 [1,7] 83.5
1000 2.28 [1,6] 83.9
1300 1.84 [1,6] 88.8

Table 1: Temperatures T, wavelength of peak blackbody radiance Apeax, and wavelength range Ay on which spectral
radiative properties of the foam are computed, with the fraction of radiative energy represented by A\.

The foam is represented at the macro-scale by a single equivalent homogeneous and isotropic
medium, with effective radiative properties determined through simulating the interaction of ra-
diation with the foam microstructure. As the wavelengths of interest are in the um-range, much
smaller than the morphological features of the cellular foam structure (cells and struts well above
the 10 um scale), we apply the geometrical optics approximation and treat radiation propagating in
the foam are treated as energy bundles or rays. Ray history effects are assumed negligible due to the
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absence of plane-parallel, specular interfaces (unlike in some closed-cell foams [26] or cylindrical
fibrous media [41]). The probability distribution of distance ¢ traveled by a ray within the foam
before undergoing extinction, henceforth referred to as the free path, can therefore be assumed to
follow the Beer-Lambert law:

P(l < 5) = 1 —exp(—Pes) = 1 - exp[—(Kegr + Ocfr)s] )

where 3. is the extinction coefficient, equal to the sum of the effective absorption and scattering
coeflicients (k. and o respectively).
The effective scattering albedo w.q 1s defined as the ratio of scattering to extinction:
o, o,
Wep = N = 7o (10)
Beff Keff + Oeff
The effective scattering phase function ¢.s describes the angular distribution of scattered

radiation:
S

PO<O)= [ du(6)d? (11)
6=0
where 6 is the angle between the incident and scattered rays, and d{2 = sin # df dy is the elementary
solid angle. Here g is assumed independent of the angle ¢ (azimuthal symmetry) due to the
random microstructure.

By simulating the interaction of a sufficiently large number of rays with the foam microstructure,
using random numbers and appropriate probability models to determine the outcome of each
interaction, the effective radiative properties [eg, Weg, and ¢ may be determined from the
relevant ray statistics. This is the principle of the microstructure-based ray-tracing Monte Carlo
algorithm presented in the next section.

3.2.2. Microstructure-based Monte Carlo ray-tracing algorithm

The Monte Carlo ray-tracing algorithm used in the present work improves on several past
developments [17, 19, 24-26, 35] to handle the particularities in the studied foam: namely, the fact
that the foam skeleton is itself semi-transparent, composed of a weakly absorbing alumina matrix
in which a low but significant fraction of um-sized pores (f, = 0.22) is present. As the pore sizes
are close to the wavelengths of interest, wave effects occur when light is reflected off or scattered
within the foam skeleton.

Our previous work [22, 23] showed that these wave effects may be taken into account by
modeling the foam skeleton as a homogeneous absorbing, emitting, and isotropically scattering
phase, with the absorption coefficient k; and transport scattering coefficient o, computed via a
physical optics-based approach (values and uncertainties are given in reference [23]). We also
showed that reflection and refraction of light at the interface between the foam skeleton and
cells, characterized by the directional-hemispherical reflectivity R ; and transmissivity 7;, may be
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modeled as follows:

Ro() = pyecRr@) + (1 - pgec) (Rir) (12
Rispec (W) R
To) = pecl = ResW) + (1 pyed) (1~ (i) (12b)
Trpeew) Ton

In equation (12), the so-called “specularity parameter” py.. is introduced to describe the non-
specular interface reflection and transmission'. We consider that a fraction Pspec OF incident radiation
along direction u undergoes specular reflection and refraction with a reflectivity Ry, calculated
with Fresnel’s equations [42] for a smooth air-alumina interface. The rest is assumed to undergo
isotropic diffuse reflection and transmission with a reflectivity (Rp,) defined as follows [10, 43]:

(RE:) = / 2Rp ()0’ - n| dQY (13)
u’-n<0

where n is the local unit normal vector at the interface, oriented such that u - n < 0. Per our past
work [22, 23], we consider that the interface is smooth everywhere save where pores are present,
and equate pqpe. With f,, the volume fraction of the alumina matrix within the foam skeleton.

For a given wavelength and temperature, the effective radiative properties of them foam may
then be computed with the foam skeleton radiative properties (k,, oy, ¢; = (47)7!, and Pspec = fm)s
the alumina phase refractive index 7;, and a triangle mesh of the interface between the foam skeleton
and cells (generated from a 2.27 mm x 2.27 mm X 2.27 mm tomography-reconstructed foam using
1so2mesh [44], see Figure 4) given as input. The Monte Carlo ray-tracing algorithm used to obtain
the necessary ray statistics consists of launching a large number of rays (Nyays ~ 10%) from random
points within the foam volume (cells or skeleton) in random directions, and tracking each of them
until their first extinction (absorbing or scattering) event.

The rays interact with the foam microstructure independently of one another following the
algorithm described below:

* Rays may be cast in the cell phase or the skeleton phase, with probabilities equal to their
respective volume fractions f, and f; = 1 —f, [24, 26, 45].

* Pseudo-periodic boundary conditions are applied to the RVE: rays leaving one face of the
RVE are recast in the same direction from a randomly chosen point on the opposite face in
the same phase, and treated as a continuation of the initial ray [46]. Therefore, every ray
necessarily undergoes extinction (Npys = Nex), sometimes after traveling the span of multiple
foam volumes.

* The initial location of each ray is chosen as if it were the location of the ray following a
previous extinction event [19], determined as follows:

'Note that the present definition of Pspec 18 adapted for the case of semi-transparent foam skeletons, and thus differs
from the parameter of the same name introduced by Loretz et al. [25] for opaque foam skeletons.
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Figure 4: Triangle mesh of the interface between the foam skeleton and cells within a 2.27 mm X 2.27 mm X 2.27 mm
foam volume, containing 169015 elements.

— Each ray cast in the transparent air phase necessarily undergoes extinction by scattering
at the first interface it encounters (with the probability of being reflected or refracted
determined from equations (12)). Rays cast in the air phase are therefore always
launched from random points on the interface, as they follow either cell-cell reflection
or skeleton-cell refraction events.

— Each ray cast in the solid phase may either undergo interface scattering or volume
extinction. This is resolved by choosing the closest of two possible extinction points: a
volume extinction point randomly generated based on the skeleton extinction coefficient
s = Ky + 0, and the Beer-Lambert law (equation (9)), and an interface extinction point
at the first interface it would encounter if no volume extinction occurs [24].

# If the volume extinction point is chosen, the ray undergoes volume absorption or
isotropic scattering, with the probability of being scattered equal to the skeleton
albedo w, = k,/PB,. The next ray cast in the solid phase is then launched from a
random point within the skeleton volume.

% If the interface extinction point is chosen, the ray undergoes interface reflection
or refraction according to equations (12). The next ray cast in the air phase is
therefore always launched from a random point on the interface.

* The initial direction of each ray at its source point is chosen randomly assuming isotropic
angular distribution [35].

For each ray, the free path /, the type of extinction event (scattering or absorption), and—if the
ray is scattered—the scattering angle 6 between the initial and scattered directions are recorded.
While the effective scattering phase function g is directly obtained from equation (11), the
effective extinction coefficient 3.4 and albedo w.s may be obtained through one of two ways:
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1. The Radiative Distribution Function Identification (RDFI) method proposed by Tancrez and
Taine [17] seeks PB.g and then w.g that minimize the residuals in equations (14a) and (14b)
respectively, defined according to the Beer-Lambert law (equation (9)):

cen(B) = \/Z [1-exp(-Bs)-P (¢ <5)] (142)

2
Can () = \/ > (- w)(1-expBus) ~P((C S sHN (€ (L) (14D)

{ /. } denotes the set of all the absorbed rays, and (s;) are discretized distances covering the
useful range on which RDFI is performed, which Tancrez and Taine [17] chose to correspond
to optical thicknesses between 0 and 3, i.e., P({ < 's;) < 1 —exp(-3) ~ 95%.

2. Building on the work of [16], Randrianalisoa and Baillis [19] proposed a direct calculation
of Beg and w.q from the stochastic mean free path ((¢)) and the fraction of scattered rays:

Berr = (O)~ (15a)
We = Nsca _ Nsca (ISb)
Next Nrays

It can be noted that definitions (14) and (15) are rigorously identical when radiative propagation
in the heterogeneous medium verifies the Beer-Lambert law [40, 46], which is often used to describe
the radiative behavior of real porous microstructures. The Beer-Lambert law has been shown to
be a good approximation for many isotropic random foams [1, 24, 26]. Deviations have been
observed in rare cases, for example in materials with high anisotropy [45]. We propose here to
study the applicability of the Beer-Lambert law and to compare the two definitions ((14) and (15))
of the extinction coefficient (3.4 and albedo w.g¢. Figure 5 shows an example of the extinction CDF
obtained through ray-tracing on the studied foam, compared to the Beer-Lambert law (9) expressed
in terms of B.¢ obtained via RDFI (14a) and the inverse mean free path (15a). We see that the
simulated extinction behavior in the present foam is fairly well approximated by the Beer-Lambert
law. For the considered temperatures and wavelengths, the maximal difference observed between
definitions (14) and (15) was only 7.4% for 3.4 and 2.0% for w.g. We thus conclude that the choice
between these two definitions has little influence on the computed effective radiative properties of
the present foam. In the next section (3.3), the effective radiative properties obtained via RDFI are
applied to the simulation of macro-scale conductive-radiative heat transfer.

3.3. Simulation of coupled conductive-radiative heat transfer through a foam slab

Following typical steady-state thermal conductivity measurement and simulation configura-
tions [35, 48], we consider a plane-parallel foam slab with a small thickness /% relative to its lateral
dimensions, held at a reference temperature 7, with a small temperature gradient in the thickness
direction by maintaining the two faces at constant uniform temperatures with a difference of AT
between one another.

By modeling the foam as an equivalent homogeneous and isotropic semi-infinite slab with 1D
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Figure 5: Extinction CDF P(¢ < s) as a function of distance s: comparison of ray-tracing result for 7 = 1000 °C and
Ao = 6 um (o) to the Beer-Lambert distributions with extinction coefficients {3.4 obtained via Radiative Distribution
Function Identification (RDFI [47], lines) and from the inverse mean free path [19] (dashes).

heat transfer along the thickness direction e,, and neglecting the contribution of convection in the
pores (a common and valid assumption in foams with sub-mm cells [11]), the macro-scale heat
flux ¢ and its divergence are written as follows:

q = (Geond + Graa)€x (16a)
9qcon 0Gra

Equation (16b) is the macro-scale heat equation describing the energy balance on an elementary
volume of the slab far from the boundaries, under steady-state conditions, with no heat sources.

The macro-scale 1D conductive heat flux g.,,¢ may be expressed in terms of the isotropic
effective thermal conductivity k. computed in section 3.1, which is assumed constant across the
slab due to the small temperature gradient. This gives the following:

oT
qcond = _keff(TO)a (17a)
8qcond 82T akeﬁ 8T 82T
= —keg(Ty)=— — ——— = —kog(Ty)) — 1
ker(To) ox2  Ox Ox ker(To) Ox2 (170)

Ox

On the other hand, the macro-scale radiative heat flux ¢,,q and its divergence within the slab is
expressed in terms of the homogenized spectral radiance Z, defined as the radiative flux per unit

120 CONFIDENTIEL

Cette thése est accessible a I'adresse : http://theses.insa-lyon.fr/publication/2020LY SEI122/these.pdf
© [Z K. Low], [2020], INSA Lyon, tous droits réservés



III.1 Experimental and numerical characterization of high-temperature heat transfer in a ceramic foam
with dual-scale porosity

solid angle per unit vacuum wavelength \,:

ot = / / T(r,u, Au - e, dQ dAg (18a)
0 47
ra o I . ’A
Orag =/ / Mu-qd()dko (18b)
8)6 0 Ar a.x

where u is the unit direction vector associated with the elementary solid angle d2, and 4 is the
solid angle of a sphere which represents the entire angular space. To account for the conservation
of étendue in a multiphase material [49], we consider the basic radiance Z* defined as follows:

Z(x,u, \o)
ngﬂr()\o)
Asn =1 giving Z* = 7 in vacuum, Z* in a refractive medium may be understood as the equivalent

radiance in vacuum. The effective refractive index n.s is obtained via the volume-averaging
definition [18, 45]:

Z*(x,u, \g) = (19)

2 2 2
Negy =fllna +fsns

2 2 2
=.fana +f;' (fpnp +fmnm)

Recall that the subscripts a and s denote the foam cells and foam skeleton respectively (f, +f; = 1),
with the skeleton phase composed of a sintered alumina matrix containing um-sized pores, denoted
respectively with m and p (f,, +f, = 1). As the pores in the present material are filled with air,
n,=n,=1.

Given the effective radiative properties (extinction coefficient [3.¢, albedo weg, and scattering
phase function ¢.g) for the reference temperature 7 and a wavelength )y within the range of interest,
the spectral basic radiance field is calculated through the radiative transfer equation (RTE):

(20)

0Z*(x,u)
—F—u

W, = B, 0) + (1~ ) BT () + oo / T*06 W) den(@) A (21)

47

where B is the blackbody radiance in vacuum given by Planck’s law (equation (8)), and ¢’ is the
angle between directions u and u’ (the latter being associated with the elementary solid angle dS2’).

Assuming black isothermal walls at the two faces with a temperature difference of AT = 10 °C,
the following thermal and radiative boundary conditions are enforced:

Tx=0)=Tp— % (22a)

T"(x=0,u-e,>0)=B(Tx=0)) (22b)
AT

Tx=h)=Ty+ - (22¢)

T*(x=h,u-e,<0)=B(T(x=h)) (22d)
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We resolved the heat equation (16b) with the control volume method and RTE (21) with
the discrete ordinates method in a coupled manner, following the iterative numerical scheme of
Coquard and Baillis [35]. The slab was meshed with a 30-element 1D Chebyshev grid, which
gives finer spatial discretization near the boundaries. The angular space was discretized with 181
directions covering ¢ = 0° to 6 = 180° at 1° intervals,  being the angle between u and e,. For the
spectral discretization, we considered 30 equal-energy wavelength bands that together represent
99.9% of the total blackbody radiative energy at 7j. Since the wavelength range considered is
greater than the interval A\, on which effective radiative properties were computed explicity (see
Table 1), we attributed blackbody-radiance-weighted-averages to the wavelengths outside of A\:

/ X(To, Mo)B(To, M) d o
Ao

X(To, Mo &€ AXo) = (23)

/ B(Ty, M) dAo
Ao

where X denotes an arbitrary effective radiative property.

Three reference temperatures 7; are investigated: 800 °C, 1000 °C and 1300 °C. For each
temperature, we simulated slabs of thicknesses & between S mm and 50 mm. The apparent thermal
conductivity kp under steady-state 1D heat flow is computed for each case:

AT h
=—kipVT =~ -kip—=e, <= kip = [(Gcond + Grad) 7 24
q D D€ D ‘(6] a+q d)AT‘ (24)
3.3.1. Diffusion and transport approximation: the Rosseland radiative conductivity
In an optically thick region of the foam far from the boundaries, the conductive and radiative
heat transfer modes may be decoupled through the introduction of a radiative conductivity kg
(called the diffusion approximation [10]):

q= _(keff + krad)VT (25)

For a given temperature 7 (in K), the Rosseland radiative conductivity gives k.4 as a function
of the effective radiative properties only:

47 [ n*. OB 16 / n?
Kppg = — e ANy = — (=< T3 26
=3, Beor 3<B,r>"SB (26)

where ogg is the Stefan-Boltzmann constant, and {3, is the transport extinction coefficient:

Btr = Keff + Ueff(l - gsca) = Beff(l - weffgsca) (27)

The asymmetry parameter g, calculated from the scattering phase function, gives gy, = —1
for perfect backward scattering, g... = 0 for isotropic scattering, and g,., = +1 for perfect forward
scattering:

8sca = / berr(6) cos 6 dS2 (28)
4
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with dual-scale porosity

The definition of 3,, relies on the transport approximation, which considers that in an anisotrop-
ically scattering medium, light “forgets” its initial direction after several consecutive scattering
events. A medium with scattering coefficient o.4 and phase function ¢.g is then modeled as an
isotropically scattering medium with scattering coefficient Oeg(1 — ggca)-

As good results have been reported using the diffusion and transport approximations in optically
thick media with high scattering compared to absorption [10], the Rosseland radiative conductivity

kr.a Will be compared in section 4.2 to the radiative contribution evaluated through full numerical
modeling.

4. Results and discussion

4.1. Effective radiative properties of the foam: influence of the specularity parameter

The Monte Carlo ray-tracing approach in section 3.2 computes the effective radiative properties
of the foam from the tomography-reconstructed foam microstructure and the foam skeleton radiative
properties (obtained through a physical-optics-based approach in our previous work [22]). Due to
the high microstructural variability within the foam skeleton, significant uncertainties were present
in the foam skeleton radiative properties provided as input, notably the scattering coeflicient o
and the interface directional-hemispherical reflectivity R, (along with the specular and diffuse
components) [22, 23].

In our previous work [22, 23] and also in section 3.2.2, we assumed that the interface is smooth
everywhere save where pores are present; as such, pg.. (Which represents the fraction of rays
undergoing specular reflection at the interface) was set to pyec = fin = 0.78 for the considered
foam skeleton material. However, as this parameter should be very sensitive to the actual surface
roughness of the foam skeleton within the foam, we also considered the extreme values of pype. = 0
(perfectly diffuse interface scattering) and pg,ec = 1 (perfectly specular interface scattering). The

resulting foam extinction coefficient 3¢, albedo w.g, and scattering asymmetry g, at 7, = 1000 °C
are shown in Figure 6.
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—o- 'pspeCZO'OO \\& B[]
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Figure 6: Effective radiative properties at 7o = 1000 °C for different specularity parameter values: pgpec = 0 (0),
Pspec = 0.78 (A, nominal value), ppec = 1 (0).

We first note that pype. has a low influence on By and weg, since these two properties mainly
depend on the destinies of rays launched in the foam cell phase, which depend in turn on the macro-
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cellular morphology of the foam (independent of py,..) and R4 (weakly dependent on pype.). On the
other hand, the effective scattering phase function ¢.g and the resulting asymmetry parameter g,
are highly dependent on py,..: the higher the fraction of specularly reflected radiation (pgpec — 1),
the sharper the forward scattering peak (gs.ca — 1). This is because according to Fresnel’s equations
for specular reflection off weakly absorbing dielectric surfaces, rays with large incidence angles 6;,.
are more likely to be reflected [42], leading to smaller scattering angles 6 = m — 26y, i.e., stronger
forward scattering. This has been observed for example by Zeghondy et al. [24], who assumed
Pspec = 1 1n their work on mullite foams.

As we see over the next sections, the influence of pyec On P and gy, has strong repercussions
on radiative heat transfer at the macro-scale.

4.2. Applicability of the Rosseland radiative conductivity

We next study the applicability of the Rosseland radiative conductivity introduced in section 4.2.
In Figure 7a, the difference between the radiative contribution computed through numerical simu-
lation (kp — kes) and the Rosseland radiative conductivity (k.,q) is plotted for the investigated slab
thicknesses h. Different values of the specularity parameter pqp.. are considered. We observe that
the radiative contribution computed numerically increases monotonously with slab thickness #,
converging to an asymptote lying only within a few percentage points of the Rosseland radiative
conductivity.

2 2 T T
g of g of som o
B 2f 7
T4t T4t
= =
L 6 L 6
o -8f o 8f
XH XH
> -10°f > -10°f
g : -
8 27 8 1274 — O Pgpe, = 000
E -14¢ E -14¢ —A Py, =0.78
S [s) _
Z 167 Z 16t — B Pgpec = 1.00
S -18 : : : : : :
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Slab thickness [mm] Optical thickness
(a) As a function of physical thickness 5. (b) As a function of optical thickness 7.

Figure 7: Radiative contribution to heat transfer at 7y = 1000 °C: difference between simulation results (kip — kefr)
and the Rosseland radiative conductivity (k;q) normalized with respect to kraq, for specularity parameters pspec = 0 (o),
Pspec = 0.78 (A), and pypec = 1 ().

It is interesting here to consider the dimensionless optical thickness 7:

p e ) 29
i <E> 2
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where <n§ﬁ/ B,r>_l is the average transport extinction coefficient defined in equation (26), given for
Ty = 1000 °C as:

5\ -l 2719 m™ for  pypec =0
Ty = 1000°C : <%> ={1434m™"  for pye =0.78 (30)
" 1066m™  for ppec = 1

In Figure 7b, we observe differences of less than 3% between numerical results and the
Rosseland radiative conductivity for 7 > 30, which corresponds to slab thicknesses between 10 mm
and 30 mm depending on py,e.. This shows that for small temperature gradients over cm-range
thicknesses, the radiative contribution to heat transfer can indeed be modeled with the Rosseland
radiative conductivity, i.e., it can be considered an intrinsic property that depends only on the
effective radiative properties.

4.3. Experimental validation of simulated high-temperature thermal conductivity

Last but not least, in Figure 8, we compare the numerically calculated high-temperature thermal
conductivity to the foam apparent thermal conductivity measured using the parallel hot-wire
technique (section 2.3).

Two numerically simulated curves are compared to the experimental results (¢). The first
shows the foam effective thermal conductivity k. without radiative contributions (o) calculated
in section 3.1 for the whole range of temperatures of interest. A monotonous decrease with
temperature is observed, which follows the trend measured on the foam skeleton samples (see
Figure 3). The error bars reflect both the uncertainties in the measured foam skeleton thermal
conductivity, as well as the microstructural variability and slight anisotropy of the foam cellular
structure. Good agreement is found with the measured apparent thermal conductivity at 400 °C
and 600 °C, where radiative heat transfer is indeed negligible. This validates the finite element
homogenization technique [14] used to predict k.

The second curve is the sum of k.4 and the Rosseland radiative conductivity k.4 (A), and
represents the thermal conductivity including conductive and radiative contributions of an optically
thick region of the foam. The points represent the values of k. + kg at the nominal specularity
parameter py,.. = 0.78, with the error bars representing the uncertainty in the radiative properties
of the foam skeleton due to microstructural variability [22] in addition to the uncertainty in k.
We see that this is dwarfed by the uncertainty arising from the choice of py.., represented by the
large error band. The experimental results at 800 °C and 1000 °C lie below the nominal kg + kpag
curve, which can be explained by:

* The diffusion approximation made in the hot wire measurements that may not necessarily be
verified due to an optically thin distance between the hot wire and the thermocouple;

* Potential uncertainties on k; and thus on the computed kg from extrapolating equation (3)
to temperatures beyond 800 °C;

* A rougher foam skeleton surface than assumed, which would decrease ppe. from its nominal
value of 0.78. Indeed, a good agreement between experimental results and numerical
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Figure 8: High-temperature thermal conductivity of the studied foam: simulated effective thermal conductivity k. (o,
conductive heat transfer only), sum of k.g with the Rosseland radiative conductivity kg (A), and measured apparent
thermal conductivity k.p, via the parallel hot-wire technique (o, includes radiative contributions). Numerical results
are calculated for discrete temperature points joined by straight dashed line segments. The error band about the
keft + krag curve represents the uncertainty arising from the choice of specularity parameter pypec.

predictions can be obtained by assuming perfectly diffuse reflection and refraction at the
foam skeleton surface (pipec = 0).

This results confirms the predictive capability of the present model, and highlights the im-
portance of precise characterization of the surface roughness and its influence on the angular
distribution of reflected and transmitted rays.

5. Conclusion

In this work, we compared the measured apparent thermal conductivity of an alumina foam up
to 1000 °C with numerical predictions based on tomography-reconstructed foam microstructures.
The numerical model uses a multi-scale approach accounting for the influence of um-sized pores
within the semi-transparent foam skeleton, which notably leads to non-specular reflection and
refraction at the foam skeleton surface. We found that the Rosseland radiative conductivity can
be used to model radiative heat transfer for optical thicknesses above 40, which correspond to
dimensions of foam parts in the cm range. Good agreement between numerical and experimental
results are achieved when perfectly diffuse interface reflection and refraction are assumed.

Our results confirm the ability of the proposed model to provide accurate microstructure-based
predictions of high-temperature conductive-radiative heat transfer. An interesting possibility for
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future work would be to apply this model to parametric studies on virtual microstructures with
prescribed dual-scale porosity, which would provide valuable understanding of microstructure-
property relations for the design of high-performance materials.
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Synthese

La modélisation directe de la conductivité thermique haute température des matériaux cellu-
laires a partir de leur microstructure est un levier fondamentale pour maitriser la performance de
ces derniers en service. Dans le cas des mousses comme NorFoam XPure®présentant un volume
poreux élevé avec une porosité hiérarchique, il est important d’appliquer les modeles physiques
appropriés pour tenir compte de 1’influence de la porosité a différentes échelles sur le transfert
thermique, qui se fait principalement par conduction et par rayonnement. Dans cette these, des
modélisations numériques des propriétés thermiques et radiatives ont été effectuées a partir des re-
constructions tomographiques de la mousse NorFoam et de son squelette poreux, et comparées aux
mesures réalisées a haute température. Cette démarche a permis de clarifier le caractere approprié
des différentes approches de modélisation existantes, ainsi que d’en proposer des nouvelles quand
aucune n’est convenable.

La méthode d’homogénéisation numérique par éléments finis a ét€ employée pour simuler
la conductivité thermique effective de NorFoam, en considérant dans un premier temps que le
squelette est homogene. Les microstructures tomographiées n’étant généralement ni périodiques ni
suffisamment grandes pour €tre des VER, la conductivité simulée est une valeur apparente dépen-
dant de la taille de volume élémentaire et des conditions aux limites. Dans le Chapitre I, quatre jeux
de conditions aux limites ont été étudiés : des conditions de flux thermique homogene, des condi-
tions de gradient de température homogene, des conditions périodiques, et des conditions mixtes.
Les conditions mixtes ne vérifient pas forcément la condition de macrohomogénéité, qui assure la
conservation des grandeurs thermodynamiques fondamentales lors du changement d’échelle. Les
résultats théoriques et numériques indiquent que dans le cas des mousses tomographiées a haute
porosité comme NorFoam, I’application des conditions aux limites mixtes permet non seulement
de vérifier a posteriori la condition de macrohomogénéité, mais aussi d’obtenir les estimations de
conductivité effective les plus justes et précises parmi les conditions aux limites étudiées.

Une approche multi-échelle a été€ adoptée pour la prédiction des propriétés radiatives effectives
de mousse NorFoam, afin de tenir compte de I’influence de la double porosité sur le transfert
radiatif. Le squelette de mousse est composé de I’alumine intrinsequement peu absorbante a
I’infrarouge proche et moyen, et possede un caractere fortement diffusant en raison d’une présence
significative de pores de tailles proches des longueurs d’onde d’intérét 1. Dans le Chapitre I1, une
nouvelle approche numérique a été proposée pour prédire les propriétés radiatives volumiques et

1. Entre 1000 °C et 1700 °C, plus de 83% d’énergie utile est comprise entre 1 um et 6 um.
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surfaciques du squelette. Basée sur 1’approximation dipolaire discrete, elle permet de tenir compte
de la diffusion dépendante et des phénomenes ondulatoires dans le transfert radiatif a 1’échelle du
squelette. Cette approche a d’abord été validée sur des microstructures de référence, puis appliquée
a un grand nombre de petits volumes tomographié€s du matériau du squelette de NorFoam. Les
résultats de simulation ont permis d’établir des relations analytiques entre les propriétés radiatives
effectives du squelette et sa porosité, et de quantifier les incertitudes liées principalement au
caractere aléatoire de la morphologie de pores.

Afin de valider les propriétés radiatives prédites, des propriétés radiométriques (réflectance,
transmittance, et émettance) des disques composés du matériau du squelette ont été simulées,
puis comparées aux mesures spectroscopiques réalisées au laboratoire CEMHTI (Orléans). Le bon
accord entre les résultats numériques et expérimentaux de 1’ambiante jusqu’a 1300 °C valide les
propriétés radiatives du squelette a ces températures prédites par I’approche proposée. Notamment,
le choix de négliger I’'influence des joints de grains de 1’alumine sur les propriétés radiatives a été
justifié. L’hypothese des réflexion et réfraction mixtes a la surface du matériau, comprenant une
part spéculaire égale a la fraction d’alumine et une part diffuse isotrope égale a la fraction de pores,
parait également appropriée dans le cas de ces disques.

Connaissant les propriétés radiatives du squelette, ce dernier peut alors étre modélisé comme
une phase homogene absorbante-émettante-diffusante lors de la simulation des propriétés radiatives
effectives de NorFoam dans le Chapitre III. Par approche de Monte Carlo, les propriétés radiatives
de la mousse sont déduites a partir d’une procédure de lancer de rayons, adaptée pour prendre
en compte la semi-transparence du squelette et les réflexion et réfraction non-spéculaires aux
interfaces. Enfin, la résolution numérique couplée de 1’équation de chaleur et de I’équation de
transfert radiatif permet de calculer la conductivité thermique équivalente de NorFoam, sous
I’hypotheése d’un transfert unidirectionnel en régime stationnaire a travers une plaque de mousse.
Ce calcul a permis de vérifier que la contribution du rayonnement est bien représentée par la
conductivité radiative de Rosseland avec 1’approximation de transport pour des épaisseurs optiques
supérieurs a 40, correspondant a des épaisseurs de plaque centimétriques.

Pour conclure ce manuscrit, la conductivité thermique apparente de NorFoam mesurée au
LEMTA (Nancy) par technique de fil chaud parallele entre 400 °C et 1000 °C a été comparée
aux prédictions numériques de la conductivité thermique effective (conduction seulement) et la
conductivité thermique équivalente (conduction et rayonnement). La conductivité thermique ef-
fective simulée affiche un trés bon accord avec les mesures au-dessous de 600 °C, ce qui confirme
la contribution négligeable du rayonnement a ces températures et valide 1’approche d”’homogénéi-
sation numérique pour quantifier le transfert par conduction. A des températures plus élevées ot la
contribution du rayonnement est significative, les prédictions numériques affichent une sensibilité
tres élevée a la répartition angulaire du rayonnement réfléchi et transmis aux interfaces, qui elle
dépend essentiellement de la rugosité de surface du squelette. Ces travaux mettent en évidence
I’importance de caractériser finement 1’état de surface du squelette, afin de modéliser plus précisé-
ment les propriétés radiatives. Il est néanmoins possible de constater que 1’hypothese des réflexion
et transmission diffuses aux interfaces (correspondant a une rugosité de surface de squelette élevée)
semble adaptée dans le cas de NorFoam, car elle permet d’avoir un treés bon accord entre la conducti-
vité thermique équivalente simulée et les mesures, sous réserve que incertitude expérimentale reste
faible. En effet, les mesures fil chaud présentées considerent un transfert thermique par conduction
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pure, or I’approximation de Rosseland reste a vérifier dans cette configuration expérimentale.

Perspectives

Les travaux de cette these ont permis de développer des modeles numériques de prédiction
de propriétés thermiques et radiatives des mousses a partir de leur microstructure poreuse hié-
rarchique., et les résultats numériques ont systématiquement été comparés a des mesures haute
température. Ces outils prédictifs peuvent ensuite étre appliqués a 1’étude de I'influence de la
microstructure sur les propriétés effectives du matériau, permettant ainsi de trouver 1’architecture
optimale permettant de répondre aux criteres de performance, d’efficacité énergétique, et de siireté
des systemes qu’il compose. Trois pistes étroitement liées a cet objectif seraient intéressantes a
poursuivre dans le court terme :

— A partir des paramétres morphologiques tels que la porosité, la distribution de taille de
pores, et la forme des pores, des matériaux numériques stochastiques peuvent étre générés
et appliqués a I’étude de I’influence de ces parametres sur les propriétés d’intérét. Des
algorithmes de génération des “‘jumeaux numériques” de mousses, qui ont fait I’objet d’une
présentation au Congres Francais de Mécanique en 2019 [17] Pour simuler le squelette
poreux, des développements s’averent nécessaires mais peuvent étre inspirés des algorithmes
basées sur les diagrammes de Voronoi [18].

— Des relations analytiques entre les différents parametres morphologiques et les propriétés
d’intérét (notamment les conductivités thermiques effective et équivalente) peuvent ensuite
étre établies sur la base des résultats d’études paramétriques. Les études passées sur la
conductivité thermique effective des mousses ont donné lieu a de nombreuses relations
analytiques [13, 14, 16], qu’il conviendrait d’étudier afin d’identifier celles qui conviennent.
Des modeles analytiques basées sur les théories de milieux effectifs [14] sont d’un intérét
particulier, tel le modele d’Archie présenté dans le Chapitre I et validé pour la mousse
NorFoam a température ambiante. L'applicabilité de ce type de modeles a plus hautes
températures mérite d’étre étudiée. Pour décrire la contribution du rayonnement dans la
mousse, méme si 1I’approximation de Rosseland permet de simplifier en fournissant une
conductivité radiative équivalente, elle fait appel a un coefficient d’extinction moyen qui
reste difficile a prédire analytiquement. Une premiere étape a déja été effectuée dans le
Chapitre II, en établissant des relations entre la porosité du squelette et ses propriétés
radiatives. Ces travaux devront donc étre poursuivis, en commencant notamment par prendre
en compte non seulement la porosité mais aussi la taille et la morphologie des pores au
sein du squelette. L’étape suivante serait d’établir des relations analytiques pour prédire le
coeflicient d’extinction moyen décrivant le transfert radiatif a I’échelle de la mousse.

— Une extension de I’étude aux autres propri€tés, par exemple aux propriété€s élastiques du
matériau pour lesquelles la méthode d’homogénéisation présentée dans le Chapitre I peut
étre directement appliquée, serait également d’intérét pour I’optimisation multi-criteres du
matériau. Dans ce contexte, il est intéressant de mentionner les travaux de Pabst and Gre-
gorova [19] sur les relations thermiques-mécaniques croisées, fondées sur le principe que
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la connaissance d’une propriété effective d’'un matériau poreux (telle la conductivité ther-
mique) puisse aider a calculer directement une autre propriété effective (telle la matrice de
rigidité effective). Les modeles développés dans cette étude peuvent également étre appliqués
a I’étude des céramiques d’autres compositions, a condition que les propriétés intrinseques
de chacune des phases soient connues.

Les résultats issus de cette these ont également montré quelques pistes importantes qui néces-

sitent une étude approfondie a plus long terme :

— Le lien entre I’état de surface et la répartition angulaire du rayonnement réflechi et transmis,

qui selon les résultats du Chapitre IIT a une influence importante sur le transfert radiatif, doit
étre clarifié. Dans un premier temps, une caractérisation de la réflectivité bidirectionnelle
de surface du squelette doit étre effectuée, afin de confirmer 1’hypothese des réflexion et
transmission diffuse isotropes retenue dans le Chapitre III. Dans un second temps, une
étude avec des modeles analytiques ou numériques appropriés [20—22] permettrait d’obtenir
la réflectivité bidirectionnelle de la surface du squelette en connaissant sa rugosité.

L’une des limites majeures dans la modélisation numérique sur des microstructures poreuses
est la grande taille de volume élémentaire représentatif nécessaire, souvent supérieure aux
ressources de calcul disponibles. Cette limite est présente notamment au niveau des calculs
d’homogénéisation par éléments finis sur des mousses non-périodiques, pour lesquelles des
méthodes numériques basées sur la Transformée de Fourier Rapide [23, 24] peuvent €tre une
alternative moins gourmande, et aussi au niveau de la résolution des équations de Maxwell
a I’échelle du squelette poreux, pour laquelle les besoins importants en mémoire et temps de
calculs peuvent étre comblés en partie par des techniques de parallélisation plus robustes [25].

Les techniques d’homogénéisation de propriétés thermiques et radiatives présentées dans
cette these sont adaptées pour des matériaux de type “composite”, constitués de plusieurs
phases distinctes dont les propriétés intrinseques sont supposées homogenes et connues.
Dans le cas ou les phases sont elles-mémes hétérogenes a des échelles bien plus petites
(nanostructurés, dopés, ou contenant des impuretés [12]), la détermination de ces propriétés
peut étre assujettie a des difficultés et des incertitudes importantes. Les années récentes ont
vu le début des travaux sur la prédiction ab initio de ces propriétés pour des matériaux
de base de compositions plus complexes, en faisant intervenir par exemple des modeles
de dynamique moléculaire [1]. Des recherches dans ce sens peuvent fournir des méthodes
intéressantes pour 1’étude d’une gamme plus large de matériaux.
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